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With a particular focus on artificial intelligence (AI), this study identifies and examines policy options for the EU’s data governance framework that align with a data justice perspective. A data justice approach is one that centres on equity, recognition and representation of plural interests, and the creation and preservation of public goods as its principal goals. The analysis offers both an assessment of the EU data governance strategy overall and specific policy options for the AI act, the data governance act and the data act.

Four benchmarks for good data governance are proposed, in line with the principles of justice: preserving and strengthening public infrastructure and public goods, inclusiveness, contestability and accountability, and global responsibility. Exploring examples of different governance models, we examine how these models and options intersect, and what lessons they offer for the EU case.
Executive summary

With particular regard to artificial intelligence (AI), this study aims to identify and examine policy options for Europe’s data governance framework that align with a data justice perspective. A data justice approach is one that centres on equity, the recognition and representation of plural interests, and the creation and preservation of public goods as its principal goals. The analysis offers both an assessment of the European data governance strategy overall and specific policy options for the AI act, the data governance act and the data act.

A data justice perspective is a particularly appropriate tool for this analysis, because AI is not a bottom-up class of technology, in terms of either development or use. Developing and deploying AI systems is, and will remain for the foreseeable future, something that is only generally possible for powerful and well-resourced actors in society, whether commercial or public-sector. Unless substantial resources are invested in public alternatives, these activities will also rely on large-scale commercial computing infrastructure that channels the power to analyse and intervene towards those with the most resources and capacity.

As such, the central question this report addresses is how to foster a positive vision of AI as contributing to public goods and creating public value. We find that this can only be achieved through governance approaches that purposefully distribute power over AI systems, and the data ecosystems they rely on, outward towards civil society and democratic institutions, and that strongly incentivise good behaviour on the part of those developing and deploying those systems.

Starting from research on data justice, we propose four benchmarks for good governance: preserving and strengthening public infrastructure and public goods, inclusiveness, contestability and accountability, and global responsibility. We look at the principal ways in which data is currently understood – as a tradeable asset, as a commons, as a strategic national asset, and as a component of individual identities – and demonstrate how these different conceptualisations interact in governance models from various regions around the world.

We provide examples of alternative governance models including indigenous and local forms of digital sovereignty, public data trusts, collaboratives, commons, and systems of personal data sovereignty. We analyse how these either support or undermine good data governance overall, as defined according to our four benchmarks, and explore how these dominant models and options intersect through forms of governance such as private regulation, a precautionary approach, domain-specific and sectoral models for governing, comprehensive approaches, and private and cooperative forms of regulation.

Our key findings:

1. **Defining data's potential as a public good**

The EU still has work to do in conceptualising what kind of public good data should be. While the legal framework under construction articulates an aim of creating value from data for both public and private purposes, the mechanisms for arbitrating between these often conflicting aims are unclear and the balancing of public and private interests varies across legislative instruments. In particular, the idea that actors will behave altruistically or beneficially without strong constraints – such as human rights impact assessments, enforceable guidelines on how to prioritise rights and interests with regard to data and AI systems, and meaningful ways for affected groups to make claims – power and potentially impunity will accrue to the most powerful and least accessible actors controlling these systems.
2. **Constitutionalising the EU approach to data governance**

We find that the existing regulatory framework in the EU for data governance runs the risk of becoming fragmented. While the focus on building digital markets is coherent, the different instruments involved create disjunctures in the way technological harms are conceptualised (i.e. through the lenses of data protection, competition and consumer protection) and in turn, this limits the equitable distribution of power both in terms of accessing and using data, and in making claims and seeking redress where necessary. This becomes especially visible in the more complex cases posed by platforms and by the deployment of AI systems, which may simultaneously violate rights, build monopolies and exert unfair trading practices, but which must be separately addressed according to these different logics. Approaching data governance through a constitutional lens – an overarching set of aims regarding rights and the equitable distribution of power – has the potential to provide a coherent path despite this complexity.

3. **Centring collective will and decision-making**

We argue that AI and data governance should centre collective will and decision-making on the part of societal groups, along with a systemic orientation towards public value. The EU’s investments in public infrastructure (named in its data strategy, and implied in the data governance act and the data act) could be reoriented to reflect plural understandings of how data generates value, especially in terms of both large and smaller-scale computing and data infrastructure. Plural thinking and input on digital infrastructure, we argue, is urgently required to support and build public goods within the EU, and to render those public goods resilient to capture by big tech. We also find that the current thinking on AI governance leaves civil society too exposed to exploitation and rights violations, and that there exist multiple paths to civil society power over AI development and deployment that are not yet being explored. This may be due to the framing of AI systems or models as single products rather than as components of a field of research, a set of dynamically evolving systems that will be used in different ways to generate different kinds of value over time.

4. **Contextualising tools of data governance**

Current trends in data governance involve the development of different tools such as data trusts, various forms of cooperatives and commons, and stewardship processes. We find that none of these are relevant as stand-alone approaches to data governance, but become relevant in relation to particular goals. As such, all are open to misuse if overarching normative goals are not clearly articulated and enforced. For instance, the notion of data trusts and stewardship arrangements has been leveraged by big tech to gain control over data’s potential public value in other regions. However, if applied with the goal of creating particular public goods and providing accountability, these tools hold the potential to establish controls for data flows that would in turn give sectoral and interest groups an understanding of how data is being used for AI applications in a given area.

5. **Devolving and distributing oversight**

Technology regulation enforcement and oversight are increasingly challenged to demonstrate that they can represent the democratic concerns of society. Democratising the process of oversight and enforcement with regard to data and AI could help address this challenge. As powerful technologies are increasingly used on the public in ways that are opaque to individuals, it has become urgently necessary to have oversight and enforcement structures that have a public-facing component, that can demonstrate democratic accountability and therefore that are also more representative of society. It is a challenge to expect legal professionals to recognise emergent harms in diverse societies without a direct connection to civil society, and it is also a challenge to civil society to identify and seek redress in a situation where they do not see themselves represented in oversight bodies.
Policy options:

For the EU to define **how data can become a public good**, AI and data governance could centre collective will and decision-making on the part of societal groups, along with a systemic orientation towards public value. EU investments in public infrastructure (named in its data strategy, and implied in the data governance act and the data act), could reflect plural understandings of how data generate value, not least in terms of large and smaller-scale computing and data infrastructures. Plural thinking and input on digital infrastructure could be mobilised to support and build public goods within the EU, and to render those public goods resilient to capture by big tech.

In relation to **constitutionalising the EU’s legislative approach**, the current diversity of legislative instruments under development could be seen as an opportunity to constitutionalise digital spaces. A constitutional law perspective offers a way to limit the power of both public and private actors performing public functions, and to make them accountable to the people. It also provides a language of rights as well as the opportunity to challenge excesses of public and private power. Adopting a framing of digital constitutionalism makes sense of the current diversity of new legislation by testing each for whether it can balance power, provide tools to challenge it, and offer frameworks to hold those with power accountable.

The aim of **centring on civil society** as the most important beneficiary of the data economy could be achieved by providing for equitable infrastructure development and data access, creating and resourcing environmentally sustainable infrastructures and practices, centring on the FAIR principles (findable, accessible, interoperable, reusable) in data policy as a requirement for global responsibility, along with the CARE principles that provide guidance on collective benefit, authority to control, responsibility and ethics, in situations where power over data is asymmetric, and recognising that government is not the only actor who can use data in the public interest. Distributing and devolving the power to access, use and benefit from data is possible, as long as protection from harm is also addressed as a common good to be distributed equitably.

To **contextualise data governance tools**, authorities could pay more attention to defining goals in terms of particular public goods – such as equitable access to education or housing, political representation of marginalised groups, or an equitable social safety net – and apply data governance tools in relation to those goals. Where the goals are public, the tools will also often mean developing public infrastructure for AI and the data it requires. Enabling smaller ecosystems to survive within these infrastructures might be achieved by centring governance and power in the hands of the local developer or community rather than passing it to the owner of the computing infrastructure within which it lives.

In order to **democratise oversight**, we set out options for structuring governance to foster civil society agency in governing data, namely by distributing oversight responsibilities to sectoral and local organisations (such as associations, interest groups, municipalities and provinces). Such a distributed, domain-related oversight infrastructure would be complementary to the current centralised but overburdened approach, which will only become more overburdened once AI oversight is added. This kind of structure would increase the system’s capacity to identify the incremental harms that are most common with AI and data analytic systems, where a critical mass of complaints builds over time from individuals affected enough to make a claim.

Finally, we develop a **sustainable approach** that can take account of the data economy’s environmental impacts through its operations, and of the sustainability of particular practices within the data economy. The first would require broad conceptualisation of how a data economy can operate sustainably (rather than the false fix of stimulating commercial infrastructure’s consumption of green energy at the expense of other industries), while the second would require adoption of public infrastructure and open practices with data and AI. Sustainable practices also involve defining the relationship of these technologies to fundamental rights; identifying where pseudoscience is
being normalised in ways that distort protection from harmful AI practices, and involving civil society on a plural, continuing and structural basis in setting the goals and determining the path of evolution of data and AI technologies.
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1. Introduction

The governance of data is the governance of different interests. As a term, 'governance' has become useful for denoting the whole landscape of actors involved in rulemaking and regulating, including but not limited to governments. As such, governing data involves multiple actors whose task is to arbitrate between competing needs, which in turn relate to much more than data or technology itself. Data represents different social and economic interests, so that for any governance arrangement or model to be credible and to gain traction at scale, it has to have a claim to represent a plurality of needs and perspectives. An important component of that representation can be framed as 'data justice' - the view that data governance should not only seek to do no harm, but should positively contribute to people’s autonomy and to their ability to participate in society and make claims about their needs, on a more general level. In contrast, our current worldwide model for data governance represents a very specific set of interests: those of the largest players in the technology sphere, and the states in whose economies they are embedded. In this vision, data is primarily conceptualised as an asset, and citizens as data suppliers. Under this model, data is appropriated in various forms - often without meaningful consent - and used to generate immense value for the most powerful actors internationally, namely those with the capacity to gather and manage it. This means there are imbalances in access to all forms of data, in control over its use, and in the distribution of the costs, benefits and risks that come with participation in the global digital economy.

The European Union (EU) is making strides to align its approach to data governance with European values, but this is happening in a piecemeal process and risks getting lost to an overall market framing. Each legislative act that will be discussed in this report makes a different value statement but as yet the EU is missing an overarching articulation of values with respect to data governance. As a result the existing vision contained in the EU’s legislative instruments is normatively limited, consisting predominantly of managerial aspects of governance. What we propose is a model that frames governance in terms of certain constitutional parameters, where digital constitutionalism articulates how to limit the exercise of power in a digital economy. In section 5 of this report, we return to the notion of digital constitutionalism as an overarching framework that provides guidance and values to address how to centre the protection of rights and freedoms of people in their interactions with institutions and actors in the digital economy.

Artificial intelligence (AI) makes a value articulation necessary because it represents a change in the scale and nature of the data governance challenge – it takes what was often an issue of individual rights and control and adds to it problems of collective rights and claims-making, and preserving public values in relation to what are predominantly privately developed and deployed technologies. The EU legislative files we will principally focus on in this context are:

- The Data Governance Act, which aims to set up robust mechanisms to facilitate the reuse of certain categories of protected public-sector data, increase trust in data intermediation services and foster ‘data altruism’ across the EU.

---


The **Data Act**, which aims at facilitating access to and use of non-personal data, including business-to-business, business-to-government and business-to-customer data, and to review the rules on the legal protection of databases. Meant to complement the Data Governance Act, it seeks to balance rights to data access and incentives for data investment, without altering data protection rules.

The **AI Act**, which proposes horizontal rules for the development, commodification and use of AI-driven products, services and systems, would introduce a ‘product safety framework’ for AI based on four risk categories.

A group of other relevant legislative files are part of the broader context of EU lawmaking on data and AI but do not form the main focus of this report. These notably include, but are not limited to:

- The **Digital Services Act**, which will build on the e-Commerce Directive by modernising and harmonising the EU’s legal framework for handling illegal or potentially harmful content online, the liability of online intermediaries for third-party content, the protection of users’ fundamental rights online and bridging information asymmetries between online intermediaries and users.

- The **Digital Markets Act**, which seeks to address imbalances in digital markets in the EU arising from the dominance of large online platforms (so-called gatekeeper platforms) by setting out harmonised rules that define and prohibit certain unfair practices by gatekeepers and providing an enforcement mechanism based on market investigations.

Table 1 - An overview of EU legislative frameworks related to data/digital topics

<table>
<thead>
<tr>
<th>Name of file</th>
<th>Status of proposal</th>
<th>Regulatory scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Governance Act</td>
<td>Final approval of text by European Parliament and the Council underway following conclusion of trilogue negotiations</td>
<td>Protected public-sector data, data sharing services and data altruism</td>
</tr>
<tr>
<td>Data Act</td>
<td>First text published; awaiting committee opinion</td>
<td>Non-personal data in business-to-business, business-to-government and business-to-customer environments</td>
</tr>
<tr>
<td>AI Act</td>
<td>Under discussion in the European Parliament and the Council</td>
<td>Artificial intelligence systems</td>
</tr>
<tr>
<td>Digital Services Act</td>
<td>Currently in trilogue discussions</td>
<td>[Digital] intermediary services</td>
</tr>
<tr>
<td>Digital Markets Act</td>
<td>Currently in trilogue discussions</td>
<td>Gatekeepers of [digital] platforms</td>
</tr>
</tbody>
</table>

Source: authors’ own work

Our main questions in this report are as follows: what are the characteristics of good data and AI governance, and how can the EU embed them in its current and future legislative processes? We will analyse dominant models of data governance and their alternatives, and offer an assessment of their technological, economic, socio-ethical and legal implications and potential for the EU, given its current policy landscape.

To answer these questions, we must first understand what we mean by data governance, as the different definitions in play across different fields have implications for how one understands both the ethical and practical questions of what makes governance good. Data governance is often seen

---

as an internal process that companies and bodies handling privately held data go through in order to be compliant with law and standards. There is another definition of data governance, however, which aims to describe and analyse the whole realm of actors involved in governing data, from private to public and from law to practical arrangements to deal with particular uses and problems. In this study we aim for the second conceptualisation.

In order to provide a basis for reasoning about what the EU’s approach should be, we will also outline the different approaches to data governance seen in different regional environments, highlighting the problems and responses that recur around the world, and which constitute the larger landscape in which the EU is deciding on its data governance approach. We will also provide criteria, based on current scholarship, for ‘good data governance’. We will then review the EU policy context, relating these broader observations to the particular questions our region is attempting to answer. Finally, we will centre in on specific legislative files relating to data and AI, where discussion is currently underway and intensifying, analysing these directions in data governance in light of our observations.

Most analyses of data governance start from certain assumptions. These include the notion that data is an asset which can - or should - be traded as a commodity both within and between countries. Another is that the current economic model of the internet and the app economy, where digital platforms and services operate by monetising personal data through adtech, is the only viable source of sustainability for our digital economy. Yet another is that we understand when data is personal or non-personal, and, connected to this, that effective de-identification is possible so that data can be legally commodified and traded. Relatedly, the supervision and enforcement model embodied by the General Data Protection Regulation (GDPR) – the EU’s legal framework for personal data protection – is too often cited as addressing broader data governance challenges, namely ensuring the efficient functioning of digital markets such as those for advertising and for digital services offered to consumers. In this report, we will show how these assumptions reflect particular interests and views of data, and demonstrate that different starting assumptions are possible. If we change our assumptions, we acquire different possible ways of shaping our digital economy and the technological systems, such as AI, that depend on it. In doing so, we aim to provide ways of understanding and choosing between different possible governance models rather than assuming the status quo of data as an asset as the only possible starting point.

When we consider why we should govern technology, the answer often relates to preventing harm as well as maximising its beneficial potential to the economy and society at large. Governing data technologies such as AI therefore also requires conceptualising how technology affects people (and other interests including our shared environment and environmental resources, our economies and our cultural lives). In turn, this requires conceptualising which people are affected and in what ways, and how the impacts on people are different in different contexts. This leads to complex considerations of harm and vulnerability. In technology governance it is common to make a division between vulnerable and less vulnerable people and groups, based for instance on age, health or ability status, membership of a social group or income level. This is not a given, however: it is

---


important to take account of structural inequality, where people and groups have been historically subject to discrimination, harm or unfair treatment, and to the ways in which these vulnerabilities become translated into the present by applications of technology.\(^9\) However, it is also possible to conceptualise data technologies and AI as creating new vulnerabilities which may be experienced by anyone, and may not relate to historical and structural harms. In this report we will deal with both, and will attempt to distinguish where data governance treats certain groups or people as inherently vulnerable, versus cases (often harder to pin down in terms of pre-emptive governance) where the technology already does, or is likely to, create new forms of vulnerability.

One of the central questions for technology regulation is always whether a technology requires its own set of regulatory rules, or whether it can be covered by existing frameworks - i.e. whether the law needs to change, or our interpretation and enforcement of the law.\(^10\) Do we need to consider the impact of data and AI on particular communities or sectors of interest in order to make sense of the practical challenges of governing? Or is it enough to centre on an overall approach which will be interpreted and concretised sector by sector or application by application? There are at least three benefits to such a general approach (which characterises most of the EU legislative instruments and files we will discuss in this report). First, it stimulates public and legal debate, and second, through such debates also provides explicit warning signs and red lines indicating when a law is not fit for purpose. Third, it is not constrained by the sectoral influence of market actors. In contrast, the effect of regulating technology at the sectoral level, for example by making a data governance framework for the gig economy or for financial data,\(^11\) may be to create an incentive for technology firms in particular to redefine themselves in order to escape regulation, for instance by claiming that an entire workforce is not employed but freelancing,\(^12\) or that holiday rentals should not be classified as hotels.\(^13\)

All these concerns also matter for governing AI, which in this report we define in a broad way to indicate a range of computational techniques including machine learning and deep learning, logic- and knowledge-based approaches and statistical methods, used on data stemming from the public and private sectors as well as the activities and behaviour of individuals.\(^14\) The current phase of AI development and application highlights many of the problems with data which remain despite advances in data protection regulation. The use of identification techniques in relation to

---

\(^9\) In this report we do not assume that vulnerability is inherent. We start from the position articulated by EDRI: ‘Taking a leaf out of the book of anti-racism movements – instead of being ‘vulnerable’ to discrimination, exploitation and other harms, we know they are imposed on us. Rather than vulnerable, some groups are marginalised, as active processes with people, institutions and structures of power as the cause.’ European Digital Rights (EDRI), ‘Digital Rights for All,’ European Digital Rights (EDRI), August 7, 2020, https://edri.org/our-work/digital-rights-for-all/.


intervention on the population level; problems of collective privacy and autonomy,\textsuperscript{15} and issues of power asymmetry between the users and subjects of AI technologies all require further thinking beyond what is contained in existing data protection legislation. AI affects core concepts such as purpose limitation, data minimisation and the definition of personal data. Much of the regulatory and ethics discussion about AI in the EU has also centred the concept of fairness, which has been demonstrated to be particularly contentious because it means different things to technical and non-technical communities.\textsuperscript{16}

These are just a few of the areas of data governance where the stakes for those using and managing data are high: regulation impacts the work of companies and markets, and the terminology and framing of principles and criteria matters because it determines how instruments of governance interpret and operationalise issues of rights and agency. With this work, we aim to contribute to greater clarity on both fronts.


2. Our approach to analysing data governance

2.1. What is governance?

The concept of governance takes on different forms: it provides an institutional architecture from which different systems are organised, it offers a framework and regulation for participation by different actors, it allows for negotiations between competing authorities by providing policies and procedures and provides ways in which conflicts can be mediated.17

As a concept, it has many meanings and attributes attached to it, including in terms of its association to outcomes such as accountability or transparency, to processes in terms of collaboration or participation, to thematic areas whether corporate, environmental or data, and much of it is focused on building a narrative of progress in terms of policy and reform.18 Governance also takes place in a multi-jurisdictional manner so that it can apply at the local, regional, national and transnational levels, and its relations can manage power within domains such as markets and networks, as well as across the private and public sector divide.19

In this report, we are interested in the power that different actors have in shaping and making governance mechanisms. This includes, at the regulatory level, the state and public institutions that legislative instruments to govern data; it also includes the private power that corporations exercise in creating internal mechanisms such as oversight boards to govern data, or sectoral initiatives such as codes of conduct for responsible data handling. Furthermore, it also covers the approaches that civil society organisations and communities offer in terms of alternative visions for data governance, which place an emphasis on how communities can own, collect and determine the application of their own data.20 By focusing on power, we are also able to examine the unevenness that emerges as different governance frameworks interact with one another. An account of governance models therefore needs to explore the ways in which they relate to each other, how they may complement or conflict, and what implications this has within a data economy.

We are also interested in governance in terms of practice, i.e. the ways in which institutions, relationships and policy instruments come to shape technology. This happens through practices of global or local governance, partnerships between different stakeholders such as international organisations and corporations, but also between different sectors and across borders between states.

Finally, we are also interested in governance in terms of impacts, and whether as a system of rules, policies and procedures, it enables values such as legitimacy, participation and inclusion. In the context of data with implications for people, this includes not only how data is governed, but also the governance effects produced by data.21

2.1.1. What is the place of regulation in governance?

These conceptual points on governance can manifest themselves practically through different kinds of regulatory arrangements, which are relevant to governing data and the use of AI, and may also

---


serve as inspiration for future iterations of governance models in the EU. For illustrative purposes and to ground the discussion, here we provide examples of different forms of established and emerging data regulation at state, private and global levels. While each is presented separately, it is important to stress that in practice these levels interact with one another extensively.

**State-based** regulation, often referred to as command-and-control or top-down regulation, typically comes in the form of legislation, i.e. ‘legal rules backed by criminal sanctions’. In this regard, the EU’s most recognisable regulatory activity around data has been in the form of secondary legislation, namely the General Data Protection Regulation (GDPR), which came into force in 2018 and aims at the ‘protection of natural persons with regard to the processing of personal data and on the free movement of such data’. Less discussed, however, is a separate EU instrument for regulating the free flow of non-personal data. In contrast to GDPR, the non-personal data regulation (NDPR) does not follow a fundamental rights rationale and instead is meant to stimulate the free movement of non-personal data within the EU. It also puts restrictions on data localisation in EU Member State legislation (unless justified on public security grounds and true to the proportionality principle). As commentators have observed, ‘the NPDR's lasting contribution to European data law may lie in establishing non-personal data as a distinct category in law, ostensibly regulated without regard to data protection concerns’. As will be analysed in depth later in this report, emerging proposals in the EU, i.e. the Data Governance Act and the Data Act, are moving the legislative needle in the area of non-personal data governance.

There are also various forms of private (i.e. non-state) regulation that govern the collection, protection and use of data and deployment of AI in different ways. By definition, these governance arrangements decentral the role of the state as a regulatory authority, and are often referred to as ‘self-regulation’, which in the EU context describes ‘the possibility for economic operators, social partners, non-governmental organisations or associations to adopt amongst themselves and for themselves common guidelines at European level (particularly codes of practice or sectoral agreements)’. In many cases, however, private regulation can be enabled by legislation, meaning the state is not entirely absent from these regulatory practices. This phenomenon is referred to as co-regulation or ‘regulated self-regulation’.

Codes of conduct, for example, may be created and enforced by industry associations and other bodies to help promote good data governance practices. In the context of personal data protection, Article 40 of the GDPR even ‘encourage[s] the drawing up of codes of conduct intended to contribute to the proper application’ of the regulation, with data protection authorities in Member States performing an oversight role for their approval and use. Similarly, voluntary standards have

---

been developed to supplement the practice and enforcement of technical and organisational measures required by GDPR.\(^{28}\)

In the domain of AI, and largely in the absence of governing legislation, AI ethics committees are an increasingly common feature of corporate data governance, which are proposed as a way to institutionalise ethical decision making to help eradicate bias from — and to promote fairness in — AI systems.\(^{29}\) New non-corporate initiatives, such as the Distributed Artificial Intelligence Research (DAIR) Institute, which seeks to be a ‘space for independent, community-rooted AI research free from Big Tech’s pervasive influence’, are also developing industry-wide standards for bias mitigation in AI datasets ‘by making it common practice for researchers to write accompanying documentation about how they gathered their data, what its limitations are and how it should (or should not) be used’.\(^{30}\) Inspired by innovations in cybersecurity governance, we have also seen the emergence of so-called bug bounty programs to promote the discovery and mitigation of algorithmic harms.\(^{31}\)

In the domain of content moderation, social media platforms have also created so-called ‘oversight boards’ — an attempt at strengthening ‘independent judgement’ regarding decisions to remove harmful or illegal content on platforms. Facebook’s quasi-judiciary oversight board, for example, became operational in 2020 and at the time of writing consists of 20 members representing 18 countries.\(^{32}\)

To date, regulatory interest at the global level has largely focused on governing trade-related aspects of data and AI. The World Trade Organisation (WTO), for example, is examining the relationship between digital trade and the governance of various types of data, as well as how established trade principles might hinder or facilitate interoperability among data governance approaches. The WTO is concerned with whether trading in data differs from trading in goods or services governed by traditional trade agreements and how open trade principles, as well as domestic regulation (or the absence thereof), might make it easier or more difficult for nations to develop a trustworthy environment for data-driven economic development, including AI innovation.

Other international actors like UNESCO – the UN specialised agency that promotes world peace and security through international cooperation in education, arts, sciences and culture – have pursued ethical questions related to AI. In November 2021, the Recommendation on the Ethics of Artificial Intelligence was adopted by UNESCO’s General Conference (importantly, all 193 members of UNESCO signed on). The first global standard-setting instrument on the ethics of AI, it advances a number of principles including fairness and non-discrimination, sustainability, privacy, safety and security, transparency and explainability, and awareness and literacy. While non-binding, the recommendation can be viewed as a form of soft law and could serve as the basis for legislative
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\(^{32}\) Note that in two cases, board members represent two different countries https://www.oversightboard.com/meet-the-board/
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instruments down the line. It is also worth pointing out that the UNESCO principles are but one of very many ethical and human rights-based frameworks for AI to be promulgated in recent years.33

Across the state, private and global levels, data governance models can have different purposes from providing an institutional architecture which ascertains different functions and hierarchies for how data is managed across different models; a policy and regulatory infrastructure which determines how data is gathered, managed, stored, used, shared and protected in different situations; a technical aspect which provides guidelines and procedures, for instance in regard to data security or debiasing AI training data; and a civic aspect which relates to questions of data literacy, partnerships and the participation of people in governance.34

We believe it is difficult to separate these different functions and address them in isolation. Doing so would mean not acknowledging the ways in which governance can materialise in different contexts. For instance, while there may be a robust regulatory infrastructure for data, without adequate institutional independence and stability, it will be difficult to enforce and implement regulatory policies, and without a flourishing civil society, questions of accountability and monitoring become more fragmented and ad hoc.35 Therefore data governance needs to be able to examine the ways in which data creates relations between people (horizontal data relations) and between people and institutions or platforms (vertical data relations).36

In thinking about data relations, and how these emerge in different contexts, it is also useful to examine the connections between the purposes for which different models have been set up and what values they espouse. For instance, the FAIR principles, which emerged in open science, provide a basis upon which data can be shared by making data more findable, accessible, interoperable and reusable.37

However, the idea of greater sharing has also been critiqued for not accounting for historic and contextual ways in which data has marginalised different groups of people and also reduced scope for agency and control over data, for instance by indigenous people. In response to this, CARE principles have emerged which include ideas of collective benefit, authority to control, responsibility and ethics.38 These contrasts highlight a fundamental tension that data governance

33 See a mapping of these approaches by Berkman Klein Center here: Jessica Fjeld and Adam Nagy, 'Principled Artificial Intelligence Mapping Consensus in Ethical and Rights-Based Approaches to Principles for AI,' Berkman Klein Center, February 5, 2020, https://cyber.harvard.edu/publication/2020/principled.ai.
36 According to Salomé Viljoen, vertical data relations, which describe the relationship between people and data collectors (often digital platforms), are encoded technically via data flows and legally by contracts, privacy rules and consumer protection law. Horizontal data relations involve information extracted from people that puts them in a relationship with others who are connected to them in some way (voluntarily or not), and who may be acted upon (via behavioural manipulation, for example) on the basis of this collected information. See: Salome Viljoen, 'Data Governance for a Society of Equals,' LPE Project, March 22, 2021, https://lpeproject.org/blog/data-governance-for-a-society-of-equals/.
37 The first step in (re)using data is being able to find them (i.e. making them findable), including by both humans and computers. Making data accessible involves consideration of authentication and authorisation measures for data access. Interoperability concerns integration with other data as well as with applications/workflows for data analysis, storage and processing. The reusability of data, which is the ultimate goal of the FAIR principles, involves describing data and metadata sufficiently well that they can be replicated and/or combined in different settings. FAIR Principles,' GO FAIR, accessed April 26, 2022, https://www.go-fair.org/fair-principles/.
38 According to the principles, collective benefit requires that data ecosystems are designed to function in ways that enable indigenous peoples to derive benefit from data. Authority to control entails empowering indigenous peoples' rights and
frameworks need to address, one where there is an emphasis on value maximisation and extracting the most economic benefit from data, and the second, a more grounded approach that focuses on context while emphasising the role of accountability, representation and rights for different members.39

2.1.2. How is data currently defined for purposes of data governance?

Definitions of data in the sphere of governance and legislation tend to rely on the assumption that the focus should be on personal data when it comes to operationalising rights and preventing harms, and non-personal data when it comes to opening data up for broader uses - for example, when patient data becomes translated into public health data, or shared for purposes of academic research. This translation process requires consideration of how what may begin as personal data becomes part of models which then have collective impacts, and potentially harms. In this report we will outline the pitfalls of that approach and why, if we want good data governance – or even adequate data governance that is fit for purpose in the 2020s and beyond – we should think about how our different categories of ‘data’ are in fact overlapping rather than mutually exclusive.

Figure 1, showing the GSMA’s overview of data value chains - a term denoting the models and approaches that companies take in order to monetise data - serves to explain the challenges of strict categorisation: For each of the sources or practices covered there (certainly not an exhaustive list) we can infer the types of data involved, and can evaluate the value and risks to different parties given different uses. However, almost all of these types of data can, depending on the circumstances, be defined as personal or non-personal and therefore fall into radically different categories in terms of governance.

interests in their data as well as their authority to control such data, including how data about indigenous lands, territories, resources, knowledge and geographical indicators are represented and identified. Responsibility suggests that people working with indigenous data should share how the data is used to support indigenous peoples’ self-determination and collective benefit, while accountability requires meaningful and openly available evidence of these efforts and the benefits accruing to indigenous communities. Regarding ethics, indigenous peoples’ rights and well-being should be the primary concern at all stages of the data lifecycle and across the data ecosystem. Global Indigenous Data Alliance, ‘CARE Principles of Indigenous Data Governance,’ Global Indigenous Data Alliance, accessed April 26, 2022, https://www.gida-global.org/care.

This blurring of boundaries has increasingly caused problems for data governance because it confounds the categorisation on which our architectures and conceptualisations currently rest: the personal/non-personal divide, and with it, the different streams of thinking and methods of governing it.

One main reason why we wish to govern data is to determine how it enters and circulates via the various digital markets that have come into existence over the last decades. These markets include online advertising markets of the sort managed by Google and Facebook, where a data collection behemoth brokers profiles of users for firms who want to advertise to them, and rents those users' attention to the highest bidder, but also more informal ones where the interests of different actors, both commercial and public-sector, may come together around a particular type of data or datafied process. One example of this is the data produced by connected objects, which map, track and follow behaviour and the environment over time. In such a market, tradeable data assets may or may not reflect individual identities: individual profiles are valuable to advertisers but so are insights about types of people who may share preferences and behaviours. Another example of data gaining value for different actors along its lifecycle is mobile phone location data - originally customer billing records, but which have acquired value for law enforcement, for academic sociologists, for urban
planners and for public health bodies, to name but a few. Such location data is also valuable on a secondary level for advertisers who wish to understand which online profiles belong to humans (who generate location records) rather than bots (which do not) or to illegitimately ‘redline’ certain groups to exclude them from particular services or goods.

In most of the world, data in its existence as capital is mainly traded by a few huge monopolies acting as exchanges, where behavioural futures deriving from human raw materials can be traded. In this market, data quickly becomes separated from the humans who originate it, and who have little knowledge of where it resides, or ability to claim rights over it. Ironically data’s value, particularly as an input to AI systems, depends to a great extent on human work cleaning, tagging and labelling data points that can then be translated into financial value. This suggests that data can be both capital and labour at once.

Data’s value in the market is currently conceptualised mainly around the ways in which it can be used to target either individuals or groups for intervention, both commercial and non-commercial. Profiles have value in terms of making it possible to target individuals, for example in personalised advertising, but also because they can be aggregated into types so that they can be targeted as groups, as happens for instance when local authorities buy aggregated and de-identified location data from brokers to manage crowds in public space. This ‘non-distributive’ profiling practice makes it possible to categorise people probabilistically and to target those most likely to have characteristics of interest, such as the propensity to buy a particular product or service, to pose a security risk, to migrate, or any other characteristic of choice. These profiles constitute data derivatives, and may come in the shape of models, inputs for other processes, or combinations of profiles. This complexity has implications for our current regulatory framework for data: if the most valuable commodity is not personal data but data derivatives which may not relate to individuals directly, but which nevertheless have the kind of effects that privacy rights and data protection were originally designed to address, then data governance needs to extend far beyond data protection.

2.1.3. The fluid nature of data and AI

Although legal and regulatory perspectives tend to treat ‘personal data’ as the most important defining category for digital data, this is not the only story about how data is connected to people...
and publics: in fact data can transition between different definitions depending on who uses it, for what purpose, and whether or not it is de-identified.

i. All data is potentially security data

In the absence of robust governance frameworks that can account for, and appropriately regulate around, data’s fluidity, we are witnessing perverse outcomes following from the explosion of digital data in different contexts. As an example, telematics data which includes information from a vehicle’s GPS system and onboard diagnostics regarding things like speed, location, airbag and seatbelt status, engine temperature, maintenance requirements and service needs was originally intended to be used to improve the performance and efficiency of connected vehicles. It is not generally considered to be sensitive data as it is meant to serve technical objectives not directly related to human subjects. And while this data is of growing interest to the automobile insurance sector to adjust premiums, law enforcement and immigration authorities are also increasingly requesting it from private firms for purposes entirely unrelated to vehicle management.

In the US, for example, Customs and Border Protection (CBP) and Immigration Customs Enforcement (ICE) officials have demanded telematics data from the companies that collectively track the movements of tens of millions of vehicles on a daily basis. They do so for the purposes of determining both the historic and live locations of individuals of interest. While in this context it appears CBP and ICE access to such data is regulated by a court order or warrant, which would set out the reasoning for data requests and thus provides some degree of protection from the misuse of data, military contractors in the US are also marketing the ability to pinpoint ‘the real-time locations of specific cars in nearly any country on Earth’ using the same kinds of telematics data.

Geotab, a Canadian firm and leading provider of telematics data, says its customers ‘own their data’ and thus ‘have rights over it’, but it is increasingly unclear what such notions of data ownership and rights mean in securitised contexts such as these. Another provider, GM OnStar, explains in its privacy policy that it shares user data across its subsidiaries and with business partners, research institutes, car dealers, rental companies and other third parties for marketing activities ‘with necessary consents’. Where GM OnStar anonymises telematics data, it may share it with third parties for ‘any legitimate business purpose.’ The company’s spokesperson says users have to agree to its privacy statement before using OnStar services.

In another case, the legal research and risk ‘solutions’ firm, LexisNexis, which has historically offered its data brokerage services to financial institutions and insurance companies, is now selling billions of records to ICE along with analytical tools to help the immigration agency conduct investigations. Whereas civil society has often struggled to articulate the harms and risks posed by

49 Brewster, ‘These Companies Track Millions Of Cars – Immigration And Border Police Have Been Grabbing Their Data.’
the virtually unregulated data brokerage industry,\(^{51}\) the use of these services in the immigration context, particularly to facilitate deportations, is clearly problematic and a threat to fundamental rights. These risks emerge closer to home as well: in the EU, in early 2022 Europol was instructed by the European Data Protection Supervisor (EDPS) to delete vast stores of illegally collected personal data.\(^{52}\) These are just a few illustrative examples of breakdowns in the concept and practice of data protection in the security context.

ii. All data is potentially health data

Health data is one of the categories that data governance is most keen to pin down due to its assumed sensitive nature, and a history of abuse over the last century by unethical actors. At first, health data was principally defined as patient data collected in relation to treatment or to clinical research, and was thus assumed to circulate between patients, their doctors, and related clinical or research institutions such as hospitals, universities or public health bodies. As such it was defined as sensitive and particular conditions were applied to its creation, storage and (re)use. With the advent of e-health and the digitisation of healthcare records in many countries, however, a new dimension was added: that of insights derived from cross-tabulating categories in databases, including insurance and billing data. Since the 2000s, a new dimension has been added: data collected as a by-product of activities which may or may not be related to healthcare provision or public health. For instance, signs of early-stage Parkinson's disease can be detected using key-stroke analysis from subject’s typing patterns\(^{53}\) - an analytic tool developed using consenting patients aware of being part of a study, but which could also be used to analyse the health of anyone typing on a connected device, without their knowledge. In another example, mobile phone location records, used as billing data, have been used to analyse people's risk of being subjected to domestic violence\(^{54}\) and the same type of data has also been shown to provide early identification of people's infection with flu.\(^{55}\)

The point at which these data sources produce 'personal data' depends on the decisions of the researcher as to whether to de-identify them or not – and even when de-identified, data can remain sensitive. The recent case of Crisis Text Line\(^{56}\), a US nonprofit which offers counselling for people with mental health issues and suicidal thoughts, demonstrates this fluidity. Data was de-identified and aggregated before being shared with a related for-profit company which used it as training data for customer service software. This caused a very public backlash from people who felt that the data,


\(^{54}\) Ting Chang et al., 'The Role of Alcohol Outlet Visits Derived from Mobile Phone Location Data in Enhancing Domestic Violence Prediction at the Neighborhood Level,' Health & Place 73 (January 1, 2022): 102736, https://doi.org/10.1016/j.healthplace.2021.102736.


albeit de-identified, was not appropriate as training material for a for-profit service—bearing out Nissenbaum’s ‘contextual integrity’ theory which holds that people will see unrelated third-party uses of data as illegitimate.

These cases demonstrate just a few of the myriad ways in which apparently innocuous metadata from people’s everyday devices becomes potentially highly sensitive health data as soon as it is subjected to particular research practices. This is just one area where it makes sense to think of data and data technologies, including AI, as creating vulnerability, rather than exploiting inherent vulnerability in different groups. Regardless of whether people are in a vulnerable situation, the exploitation of data that offers insights about their current and future health conditions creates vulnerability of various kinds. It also illustrates how data moves between categories depending on who has access to it, what their purpose is, and what analytical methods are used. There is no way to cover this kind of fluidity without declaring all social data off-limits as sensitive.

iii. Digitising crime data

Increasingly, judicial systems around the world are finding ways to digitise their practices as well as their repositories for data relating to crime in order to build more efficient judicial processes. One such proposal from India is the creation of an Interoperable Criminal Justice Database. This database has been designed to include data from the police along with data from prisons and courts. The stated objective of this initiative is that for the criminal justice system to work more effectively, data needs to be shared across different institutions in the system, and be made accessible and interoperable. The Supreme Court of India, in its vision document for a digitised judiciary, has called for the ‘seamless exchange of live data’ rather than data being shared on a need-to-know basis. The purpose being that this will improve the execution of judicial functions which in the court’s view currently operate in silos.

The prospect of having such a centralised database has raised questions of judicial independence where court information will now be housed with the government and thereby create implications for separation of powers as well as fundamental rights implications for people, including questions of privacy and liberty. Additionally, biases at the stage of data creation at one institution will now circulate between different institutions without sufficient interrogation of the methods used to create the data registries.

This example highlights how, when data flows between institutions that have different functions and different modes of independence and accountability to the public, the capacity to interrogate the data changes. Further, if there is a seamless exchange between data which is not on a need-to-
know basis, it exposes risks of marginalising people for whom data collected in one context is used against them in another, thereby reducing their capacity and autonomy to take action about the ways in which the data is used in relation to them.63

iv. Data’s potential for collective harms

Another illustration of how data may travel between categories can be seen in the problem of group data. Nearly ten years ago, researchers identified the problem that data without links to identifiable individuals can nevertheless pose a risk to them, and data that applies to a given individual can also be made to offer insights about whole groups, in ways that are not predictable to the people involved. A good example of the first type of problem is satellite data showing human settlements in South Sudan during periods of genocidal attacks by pro-Sudanese militias.64 Although people were not visible in these images, once hacked by the aggressors in this conflict the images identified where people were living, which settlements had not yet been attacked, and provided a guide for hostile militias to find surviving communities and wipe them out - making these images without humans in them the most sensitive personal data possible. In a more innocuous example, algorithmic analysis by Cambridge Analytica65 of data about 300,000 Facebook users' online behaviour and preferences made it possible to create a dataset of 'lookalikes' which then allowed for the attempted political manipulation of 50 million US voters. With lookalike audiences, the opportunity for exploitation stems from their beliefs, values and personal experiences, which are categorised into psychographic information and used to target groups based on types, rather than individuals based on unique attributes.

These two opposite examples, of data showing no identifiable individual attributes versus data showing detailed attributes which then are used to create collective types and exploit people psychologically, both demonstrate that governing data by categorising it at its starting point as sensitive, personal or in a special category is no guarantee that we will capture the actual effects of data on people during its lifecycle. However it is initially categorised, data can have surprising consequences for people not initially part of its creation, and poses a problem for governance models that aim to control and channel data based on its initial relation to individuals, its ability to identify people, or its sensitivity. Whole business models in the tech sector are based on subverting these categorisations, as occurred with Cambridge Analytica, which was able to sell its ability to target people for political manipulation, based mainly on unrelated people's data, in 68 countries worldwide.66

v. Digitisation overlaps with AI

In many of the issues that have come up with AI, decisions made about how to gather and use data are the source of risk. For instance in the Dutch government’s misuse of data to predict fraud among
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social welfare recipients (the SyRI case,67 and the toeslagenaffaire, or child benefit case68), the cases have been reported as problems caused by automation and AI. In fact, these were black-boxed systems where automation does not appear to have been the defining factor - instead the main problem was the use of illegitimate forms of analysis (based on racialised and ethnic attributes in the child benefit case, and data maximisation by Dutch public institutions with SyRI). This took place in combination with algorithmic approaches which grouped people by particular sensitive attributes, using those attributes to proxy for fraud risk.

These approaches were designed and applied by humans, albeit using digital records and algorithmic logics, and there was no question of a lack of human oversight. Both cases were examples of bad public policy that happened to be processed using digital records. Despite this, however, the information uncovered by ensuing legal challenges has demonstrated that the practices used by public ministries in these cases is indistinguishable from social scoring - in the SyRI case, myriad data points were brought together from different public-sector sources into a single system to calculate fraud risk, with direct effects on individuals due to that; and in the child benefit case, families were flagged for fraud based on attributes such as dual nationality. These cases demonstrate the overlap between the activities that require 'data governance' and suggest that statements about what kind of action we wish to prevent, and why, become more essential as data technologies become more ubiquitous and complex.

The examples in this section are not intended to argue that data is too complex to govern effectively, or that it will always escape from measures taken to control it. Instead, they demonstrate that data has a lifecycle during which it may have diverse meanings, purposes and effects, and that it can be used simultaneously in multiple ways at different levels, from local to international. Effective data governance therefore has a temporal dimension: checks and controls are needed at points where data's use or users change, which may occur throughout the open-ended lifecycle of data, across its different sectoral uses, and in line with the different aims of the actors using it. It also requires a spatial dimension, in that as data flows between sectors, institutions, or markets, there is a recalibration of the terms on which it is used in the new space. This is critical to ensure that it does not subvert or destabilise the existing conditions or rules that govern that space.


3. Review of dominant data governance models and challenges raised

3.1. Dominant conceptual bases for governing data

We tend to approach data governance with the idea that the current model - which aims for a worldwide free market for data, with some restrictions in a number of countries based on the notion of personal data - is the only possible normative starting point. This section will look at a range of alternative starting points for how data can be conceptualised and consider the different framings and configurations that these make available for data governance.

There are three main overarching framings - what one might term ideal types - at play in data governance which overlap with each other in almost every discussion: making data proprietary to those who produce and manage it; categorising data according to whether it relates to individuals or not; and the alternative visions. Each of these approaches has its own politics: libertarian, neoliberal, communitarian and totalitarian values can be discerned in the structuring of different governance models worldwide. We seldom scrutinise these underlying assumptions, but it is worth doing so because most data governance is an exercise in balancing between these political and configurational pivot points, so that choices about how far to go in one direction usually impact on our ability to make use of the others. As will be explored below, we also tend to make assumptions about each approach that are not necessarily true and which merit scrutiny if we are to think clearly about options and choices.

3.1.1. Data as a strategic national asset

For states with an established digital economy, the question of who has access to data and for what purposes has political as well as economic importance. Data is a key resource for population control and influence, for surveillance and monitoring both domestically and abroad, and for formulating economic and political strategy. In short, data is central to control. This manifests in different ways according to political systems and citizens' control over states, but the last decades have shown that states jealously guard their control over all kinds of data, and are eager to extend their reach into the digital spheres of other nations. The Snowden revelations demonstrated that even between allies, data is an important resource for both domestic and international surveillance and monitoring, and digital power has become a central topic of global diplomacy, with an ongoing search for new cyber norms to regulate power over the internet and forms of digital aggression between states. This search for a balance of interests is also continually surfacing on the national level, where regulation focusing on rights and democratic power over data is in a constant struggle with states' interests in maximising their ability to access and control data about people.  

This balance can be seen in all states, but reaches an extreme in those where strong state control over the population and the economy is a central strategy for the government's survival. In China, for example, this manifests in a state-led data economy where population control and state security are both supported through data regulation. Since the 2000s, when China began constructing a data governance framework, the main objective has been to ensure that the nation becomes a 'digital superpower'. Its governance model rests on three pillars: 'informatisation', or the process of constructing policies that leverage data to generate economic growth and effective governance;

the introduction of digital technologies in social, economic, and political life; and cybersecurity, understood as protection from vulnerabilities that hostile actors could exploit to affect the country.

China’s framework is based around two main regulations: the Personal Information Protection Law and the Data Security Law. The Personal Information Protection Law (PIPL) could be framed under the objective of informatisation: its main idea is to regulate and balance the relationship between individuals and entities collecting data, but with a focus on preserving state power over data. The PIPL recreates some of the consumer protection aspects of the GDPR but does not include privacy as a fundamental right. Likewise, the management of data by the government remains outside of that regulation, thus excluding the applications that could help to protect Chinese citizens against corruption.

The Data Security Law aims to offer a framework to protect China’s national digital assets from a perspective of national security, constructing a framework to evaluate and manage potential risks to national security and the stability of the Chinese government. This framework assesses all kinds of data including personal and non-personal data in the light of national security and public interests, and essentially puts forward a risk-based approach where the state’s interests are central.70,71

Two further dimensions of the Chinese governance approach are also worth noting. First, the country’s emerging governance framework for AI involves increasing competition between different parts of the state, which are promoting regulations for online algorithms (i.e. recommendation systems), testing and certification for AI systems, and even ethical guidelines.72 Second, experts have also observed a phenomenon they refer to as the ‘Beijing Effect’ whereby China is shaping data governance at the transnational level by supplying digital infrastructure to emerging markets, which means that China’s data governance values and technological systems are increasingly relevant to other economies and societies.73

Russia offers another example of a data governance model that prioritises state and security interests, while also providing a framework for regulating the way businesses process data about people. Russia’s model frames data as a way to exert power domestically and internationally, with an overall policy articulation that prioritises first state priorities, then corporate ones, and only afterwards citizens’ interests.74 The model focuses particularly on the control of internet infrastructures as a way of ensuring that speech can be effectively controlled, with regulators cooperating with owners of internet infrastructure in order for the state to coordinate control over

70 Data is categorised based on ‘the level of importance to the State’s economic and social development, as well as the degree of damages to the national security, social interests or the lawful interests of citizens and organizations, if the data is tampered, damaged, leaked or illegally obtained or used.’ Covington, ‘China Released Updated Draft Data Security Law and Personal Information Protection Law for Public Comments,’ March 5, 2021, https://www.cov.com/- /media/files/corporate/publications/2021/05/covington-alert--china-released-updated-draft-data-security-law-and-personal-information-protection-law-for-public-comments-may-3-2021.pdf.
As with China, data localisation is a key pillar of the strategy: all processing of data that relate to Russian citizens has to take place on servers in Russian territory, and any actors doing such processing are subject to reporting requirements to the Russian government. This both stimulates the growth of domestic technology businesses and locates control over information with the state. Unlike China’s data protection law which does name the public interest in relation to people rather than only the state, Russia’s data protection law focuses principally on security and does not include a category of ‘public interest’ as a basis for processing data. Both countries’ frameworks also lack the Data Protection Impact Assessment, which distributes the power to define risk and effect away from the state and toward businesses in particular, but (as in China) does include a security impact assessment.

In India, as of December 2021, the Joint Committee on Personal Data Protection submitted its report on the country’s draft data protection legislation to Parliament. The report in contrast to the previous versions recommended the regulation of both personal and non-personal data and recommended a regulatory authority that would be responsible for both. The Committee focused in its report on the economic value of data, and also advanced that it was an asset that was of ‘national importance’. The report is also clear that there must be data localisation, advancing that data is valuable for matters of national security, innovation, geopolitical and economic purposes. It recommended a comprehensive policy that would ensure that there was the necessary infrastructural apparatus to achieve data localisation and that this did not compromise the ease of doing business.

In a further development aiming to limit the power of tech companies, many of which are global corporations, the committee recommended that there should be a streamlined process for data breaches, where companies were mandated to report said breaches within 72 hours. The report also acknowledged that existing regulation was not sufficient to regulate social media companies and recommended that they be treated as publishers in certain contexts. It recommended that all foreign social media companies have Indian offices, and, failing to do so, would limit their capacity to work in the Indian market. Social media companies were also recommended to be classified as significant data fiduciaries which would have to meet a higher compliance standard.
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### 3.1.2. Data as a proprietary asset

Despite the state interests outlined above, both national and international data markets predominantly treat data as an asset that behaves like private property,\(^{79}\) and an asset that should be governed in relation to individual rights and claims. This is underpinned by the fundamental assumption that the individual is the relevant unit of analysis when we think about rights and claims relating to data, rather than, for example, groups or society as a whole. This model is based on the notion that, if individuals are properly compensated with rights over data and (sometimes) financial or other utility, data can constitute both a kind of capital and a commodity that can be freely traded. This in turn is the basis for digital markets around the world, and is a key feature of data governance propositions on the global level (for example by the G20 and WTO) due to its importance to economic growth. Data as an essential input to AI models, as a source of inferences and insights, including consumer and risk profiles, and of business process inputs, represents a set of informational infrastructures on which both business and policy increasingly rely.\(^{80}\) Economists predominantly address data as non-rival and non-excludable in its nature, meaning that different actors can use a dataset at the same time without decreasing its utility.\(^{81}\)

Wherever data is not governed otherwise by regulation, a free market tends to come into being where data is extracted and traded, principally to the benefit of those with the ability to gather and process it. The US, for example, has an almost completely free market with regard to most forms of data, which interacts with a federal structure where states can make their own decisions about how to regulate data (as is demonstrated by the flurry of state-level privacy laws in recent years\(^{82}\)).
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79 World Economic Forum and Bain & Company, Inc, 'Personal Data: The Emergence of a New Asset Class.'

80 For research on infrastructures and their implications for public and private sector benefits from data and AI, see the work of Seda Gürses (TUDelft) and Martha Poon (Data & Society). e.g. Tobias Fiebig, Seda Gürses et al. (2021). 'Heads in the Clouds: Measuring the Implications of Universities Migrating to Public Clouds.' arXiv preprint arXiv:2104.09462.


Canada has a similar federal approach, where rules may differ radically on the subnational level. The logic of this kind of system - when formulated by policy - tends to be to prioritise the growth of the technology sector and to establish market dominance in terms of trading and brokering data internationally. The US's lack of regulation, for example, has been the chief force driving the development of what are estimated to be trillion-dollar international markets for advertising, profiling and consumer data which now affect other nations' ability to control and shape their data markets.

The 'data as asset' model has also given rise to a vision of data governance based on self-regulation by technology firms and other actors handling data at scale. Often citing 'data ethics' or 'responsible AI', corporations have made the case that they can be left to self-govern their use of data, sometimes adding in the promise of oversight bodies to assess content moderation decisions\(^83\) or an AI development strategy.\(^84\) These claims are tied to a model of what might be termed strong data capitalism, which centres corporate actors as key engines and decision-makers in economic development and growth, and the state as facilitator of this growth through legal and policy tools.

Within this model, the international data market also offers opportunities for states to serve as hubs for powerful market actors' data transactions. One example is Singapore, whose data governance framework focuses on maximising data's value to the private sector, including international firms. It therefore prioritises legal certainty and the streamlining of processes for firms trading data within and through the nation-state's servers and companies, but does not prioritise the right of individuals to make claims (something reflected in the act's history of enforcement to date),\(^85\) or provide any controls on the state's own use of data. In order to provide greater legal certainty to data controllers, Singapore's data protection regulation defines a series of precise categories which proxy for degree of sensitivity, including personal data, 'derived personal data', 'publicly available data', 'user activity data', and 'user-provided data'.

This asset-focused approach to data governance is supported by policy on the global level, with the G20, WTO\(^86\) and other international organisations such as UNCTAD aligning with the assumption that free international trade in data is a core priority for global data governance,\(^87\) and other


\(^{85}\) The Personal Data Protection Act was established in 2012. On 19 February 2019, the State Court of Singapore dismissed a claim brought against the Singapore Swimming Club for defamation and breach of the PDPA. Although written grounds of judgement are not available, this case is significant as it appears to be the first time where the Singapore courts were asked to consider whether there was a breach of the PDPA, even though the PDPC had not made any decision in respect of any purported contravention of the PDPA.


\(^{87}\) According to UNCTAD, 'any international framework for governing cross-border data flows needs to complement and be coherent with national policies for making the data-driven digital economy work for development. It will need to be flexible, so that countries with different levels of readiness and capacities to benefit from data have the necessary policy space when designing and implementing their development strategies in the data-driven digital economy.' UNCTAD's position on data ownership versus access and control is as follows: 'The particular characteristics of data suggest that they need to be treated differently from conventional goods and services, including in their international transfers. In the new context of the data-driven digital economy, concepts such as ownership and sovereignty are being challenged. Rather than trying to determine who 'owns' the data, what matters is who has the right to access, control and use the data.' On data sharing versus data trade, UNCTAD states: 'There are significant difficulties in reconciling the notion of national sovereignty traditionally associated with country territories and the borderless nature, globality and openness of the digital space in which data flow. Digital sovereignty is often associated with the need to store data within national borders, but the link between the geographic storage of data and development is not evident. Assigning territoriality to cross-
Governing data and artificial intelligence for all

governance measures will fall into place around it. This approach is also taken by the OECD which also seeks to develop data governance frameworks to stimulate investment.88 The G20’s proposal centres around interoperability as the first priority, with the harmonisation of norms and rules as a second.89 The G20’s core statement about data states that ‘data is anchored in human identity and should be safeguarded and traded with care’, but frames this as a necessary corollary to a system designed to let data flow - i.e. the fundamental assumption is that data flows freely unless states mandate otherwise, rather than data may flow freely if certain conditions are met. The G20 also accepts a scenario where states disagree on norms and rules for safeguarding the people affected by those data flows, and that data will continue to flow regardless: ‘This definition of data as anchored in human identity, as it is, does not bring up any contestable aspects of identity such as human rights, data privacy, and freedom of information, which may be met with hesitation by some States. Therefore, we believe that such a definition of identity in data can be agreed upon by most, if not all, countries.’

Similarly, the WTO’s drafted policy on digital trade90 names digital privacy as an area where states will retain controls over trade (p.45), along with state security which is also named as an exception (p.78). The draft agreement does not cite any other rights as meriting controls on free trade, instead working from the assumption that data should flow freely and any controls on the part of states should not be ‘burdensome’ to business. This market view of data reflects neoliberal values and gives rise to a governance framework in which data is treated as ‘terra nullius’ (not in principle attached to or implicating the individuals who originate it) in the context of trade.

Despite this overall trend on the international scale, it is worth thinking about the conditions under which data is made excludable by law (which these G20 and WTO governance models sketch out as possible extras rather than fundamental anchor points). What we see in practice worldwide is that when data has effects on those whom it represents, either on the collective or individual level, other reasoning tends to conflict with the pure market vision of data-as-asset. For instance, data has also been defined under various conditions as human labour,91 human social relations92 and a component of human identity-building processes.93 The data circulating in markets is multiple, and this is both the strength and weakness of the data-as-asset framing: it can exist and be processed in several places at the same time, meaning that any approach that gives people ‘control’ over ‘their’ data tends to be by its nature partial and illusory. In fact, data currently has an almost infinite lifecycle once it is de-identified, aggregated and reused. This challenges us to think about what we mean

border data flows is also a challenge. Data can be better understood as shared, rather than as traded or exchanged.' See: https://unctad.org/webflyer/digital-economy-report-2021

88 The 2021 OECD Recommendation on Enhancing Access to and Sharing of Data aims to help governments develop coherent data governance policies and frameworks to unlock the potential benefits of data across and within sectors, countries, organisations and communities by reinforcing trust across the data ecosystem, stimulating investment in data and incentivising data access and sharing, and fostering effective and responsible data access, sharing and use across sectors and jurisdictions. See: https://www.oecd.org/sti/ieconomy/enhanced-data-access.htm


when we talk of owning data, controlling it or keeping track of it: this is indeed possible, but only for actors with the storage and processing power to keep and channel data according to their own wishes. These actors tend to be large technology firms, government bodies or other organisations with legal traction on data such as insurance firms or analytics platforms.

Current state legislative frameworks around the world - which are likely to form the basis for international agreements⁹⁴ - are heavily shaped by this asset perspective. Principles of governance not explicitly targeted at data may also have the effect of making data mainly a market good. One example is the EU’s establishment of the innovation principle,⁹⁵ which indicates that the path should be smoothed as much as possible for the development of new technologies, including AI. Where there is a conflict with existing regulation and governance, accommodation and flexibility will explicitly be sought. This changes the playing field for AI developers, as their interests are prioritised along with those of citizens and states in ways which will have impacts on how governance architectures are built, and practices emerge, around this new field. This principle has not, at the time of writing, been tested on digital technologies, making AI possibly the first digital domain where the principle will be applied. Meanwhile the US and many other markets have a tacit version of this innovation principle in place, where legislation around technology is aimed at maximising growth and minimising restrictions on the trade of data.

Figure 2 - Features of data as a proprietary model

94 We do not discount the importance of principles developed by international organisations, such as UNESCO’s AI principles, in informing lawmaking and policy on AI, but expect that national and regional law will determine what is articulated in trade/adequacy arrangements between countries and regions.

3.1.3. Personal versus non-personal data

The distinction between personal and non-personal data has grown in parallel with thinking about privacy over more than a century, and is an assumption so embedded in most data governance discussions that it tends to become invisible. It is worth surfacing, however, first because it is the conceptual basis for many claims embedded in models and instruments of data governance, many of which become dysfunctional without it - for example that data should be governed in line with human rights which themselves are based on a liberal ideal of the rational, empowered individual - and second because we are currently seeing a destabilisation of the personal/non-personal distinction just at the point where data governance has come to rely most heavily on it (see section 2d above on the circumstances under which this definition becomes fluid). If there is no clear distinction any more between personal and non-personal data, particularly given the new profiling, inference and categorisation techniques that are available from AI/ML research, then preserving this distinction as a core assumption for data governance is a choice, rather than a necessity.

The twin concerns of individual and group interests in data present continual challenges to both innovation-friendly policy aims and asset-based approaches to governing data because they potentially disrupt the ability to broker and reuse data by bringing into play issues such as consent, but also red lines forbidding uses of data which have negative human impacts. Currently the market-oriented data governance system, both globally and locally, relies on the notion that we can segment data into sensitive personal data (where significant negative impacts on humans are likely if reuse is not constrained); personal data (where data relates to and has impacts on people, but can still be shared and used under most conditions); and non-personal data, which does not relate to people and is therefore, barring property claims, tradeable and reusable.

With the coming of more complex data analytics over the 2000s, the categorisation of what is sensitive, what is personal and what is not personal in terms of data has become eroded and the borders between these are increasingly fuzzy. Profiling techniques make it possible to proxy for sensitive attributes that could not be used directly, and the dialogue between collective profiling and individual impacts is a common technique in both public and private-sector models.

It is important to pin down what ‘personal data’ is because otherwise we cannot connect to historical claims about why data matters and how it is connected to people. It is also, however, impossible to pin down ‘personal data’ because it demands that we leave out the collective aspects of data’s effects.

3.2. Alternatives to dominant data governance models

In this section, we explore some of the alternative data governance models that aim to challenge the assumptions of the dominant model. These models are mainly proofs of concept or pilots that continue to be developed, but this characterisation has the objective of defining their basic characteristics with which to support alternative perspectives on data governance. First, the public data trust concept contests the idea of data as a commodity to be exploited for profit by promoting that public institutions must govern data as a public resource. Second are data collaboratives in which the public and private companies collaborate to generate public benefits by using an independent third party that governs the resource. Third, data commons suggest that some kinds of data can usefully be defined as ‘common pool resources’. Fourth, data cooperatives oppose a dominant model centred on monopolistic data controllers by suggesting a model in which data subjects govern data collectively. Fifth, the indigenous data sovereignty movement defines data as a resource of indigenous communities and challenges the models that frame data governance as a matter of colonial nation-states. Sixth, personal data sovereignty promotes the idea that data
subjects ought not to organise collectively, but rather look for technical possibilities to control their data individually in exchange for benefits or personal autonomy.

### 3.2.1. Public data trusts

The public data trust is an alternative data governance model in which a public institution is in charge of managing data. In this model, the public actor accesses, aggregates and uses the data collected from different sources. The main agreement between data subjects and public actors is a trust relationship that depends on public engagement using consultations, strong accountability mechanisms and collective benefits. The main value of this model is the public interest that could translate into the use of public data for policy making, social innovation and to address social challenges.

This model is a reaction against the dominant model that defines data as a commodity that should be exploited for maximum profit. In this case, the data is defined as a public interest infrastructure. Therefore, it is also possible that public institutions share data with third parties with strong agreements in place to ensure public benefits and strong accountability. Likewise, it is possible to require data that be provided to the public trust even if it was privately collected to socialise its value.

The public data trust continues to be represented by a series of pilots rather than a consolidated model. The model was popularised by the efforts of the Digital Plan launched by Barcelona in 2018. The city government organised a digital transformation roadmap to treat data as a key infrastructure for reaching more democratic decisions, improving public services and empowering people. Likewise, the city implemented ‘data sovereignty’ clauses in public service contracts to enable data access by public service providers. The local government also aimed to construct a cryptographic alternative to allow citizens to share data with the trust and, at the same time, open the data to local companies, cooperatives and social sector companies. Another example is the DECODE initiative that includes the governments of Amsterdam and Barcelona that constructed three pilots to contribute to data governance based in public entities. The initiative aims to include open standards for public data and the creation of privacy-preserving apps for digital democracy tools.

### 3.2.2. Data collaboratives

The data collaborative could be framed as an alternative model rather than a way to resist the dominant model which, as we developed in the previous section, is mainly market-based approaches to data governance. The idea of a data collaborative is that private data collected by companies is pooled with public data through an independent third party. The data is governed by the third party and data access, sharing and use is restricted to the members of the partnership. The data pool is mainly used for projects that benefit the development of public policy and empower
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99 Evgeny Morozov and Francesca Bria, *Rethinking the Smart City: Democratizing Urban Technology* (Rosa Luxemburg Stiftung, 2018).
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members by using data that was not previously accessible. The data collaboration generally takes the form of a public-private partnership that governs access to, sharing and use of data.\textsuperscript{102}

Data collaboratives are more developed than other models covered in this section because they reproduce the basic principles of the dominant model like the centrality of data controllers in governance. The NYU GovLab has created a database with more than 200 data cases of collaboratives, mainly from the health, transportation and humanitarian sectors.\textsuperscript{103}

\subsection*{3.2.1. Data (semi) commons}

A vision continually interacting with that of the free data market is the data commons - an approach referenced by the EU’s legal framework on data in the proposals on data altruism and sharing between different sectors discussed in section 5 below. The commons is a powerful imaginary in technology policy and data governance, though it has yet to be realised even in relation to the areas where it has been most discussed – these being primarily scientific research and health data. The commons - a vision of a system based on making data available through shared infrastructures in ways which make it less excludable by economic interests - potentially offers alternatives to pure market assumptions while still allowing for markets for data to exist and for innovation to be prioritised.

The idea of data commons of different kinds has its roots in the fundamental work done by Ostrom and others\textsuperscript{104} on how to keep public goods available to the public. Applying this work to the digital realm has mainly resulted in the idea that some kinds of data can usefully be defined as ‘common pool resources’ - owned by a particular community, where that community can restrict access by outsiders. Gurumurthy and Chami,\textsuperscript{105} for instance, quote Benkler (2016) on the notion of the open access commons, which ‘guarantee[s] symmetric use privileges to an open general class of users, rather than assigning an asymmetric exclusion right to an individual or known class of individuals’. They argue for a ‘semi-commons’ approach where individuals, public agencies and legal persons such as corporations or data altruism intermediaries all have different and conditional rights over data, within the parameters of privacy rights.\textsuperscript{106} They centre the idea of ‘distributive integrity’ as an update to Helen Nissenbaum’s ‘contextual integrity’ norm for data governance,\textsuperscript{107} where ‘the local economy and its regenerative potential’, rather than the interests of the most powerful market actors, determine how the commons should function.

This could mean that, for instance, particular digital data resources (however defined) could be governed as the common property of EU states and their residents, and varying degrees of access to this common resource could be granted by a central stewardship process. The notion of the commons, although it has roots in discussions of land and, in more recent classic work, fisheries, requires some reworking for digital resources because data requires both material and digital

\begin{itemize}
\item \textsuperscript{102} Mozilla Insights, Jonathan van Geuns, and Ana Brandusecu, ‘Shifting Power Through Data Governance’ (Mozilla, September 2020).
\item \textsuperscript{103} THEGOVLAB, ‘Cases | Data Collaboratives,’ accessed April 25, 2022, http://datacollaboratives.org/explorer.html.
\item \textsuperscript{106} This model is currently being explored in the Decode platform, based in Barcelona (https://ec.europa.eu/research-and-innovation/en/projects/success-stories/all/enabling-citizens-take-control-their-own-data).
\end{itemize}
architectures in order to be managed and shared, creating more complex routes through which community members’ access to resources can be shaped.

It is important to note that there are many different versions of the commons approach in relation to data, ranging from open-access commons where no restrictions are placed on others’ use of the resource, to limited commons based on, for example, scientific or health-sector usership. As discussed in section 5 below, the EU’s data governance architecture as currently under construction is gaining some features of a common-pool-resource philosophy, particularly in the cases of proposed legislative instruments to channel data from business to government and vice versa, or from either of these to society in general. The proposed Data Act and Data Governance Act both aim to tackle cases in which ‘the social value of pooled data is higher than the sum of private values of segmented data’¹⁰⁸ (i.e. segmented by being proprietary to different actors), by forcing the creation of a common pool resource structure under certain conditions in order to allow businesses to share in each other’s data resources.

There is no single notion of ‘the data commons’, given the balancing between priorities outlined at the start of this section. Elinor Ostrom warns anyone interested in institutionalising commons-oriented approaches that ‘no institutions generate better outcomes for the resource and for the users under all conditions’,¹⁰⁹ something that should be taken seriously as part of this balancing process. Her warning implies that, as is currently under discussion in the EU, such an approach needs to be combined with contextual and domain-relevant instruments to make sure that the resource behaves in the interests of the expected beneficiaries.

Gurumurthy and Chami¹¹⁰ examine how the notion of the commons is employed by the Indian proposal for non-personal data governance, which states that such data ‘are a nation’s or community’s collective resources as arising from their natural and/or social spaces, and should be governed as such’.¹¹¹ They argue that data stewardship models advocated by the private sector and its representatives as a way to establish a commons for the public good actually tend to both legitimise the corporate claim to ownership of data with public value, and to reinforce inequality of access to – and power over – data by centring guardianship with the most powerful interests.¹¹²

### 3.2.2. Data cooperatives

Data cooperatives are alternative data governance models in which data subjects are the main actors that organise the use, sharing and access to data through the collective organisation of particular groups or communities.¹¹³ The main value of this model is the public interest that
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¹⁰⁹ ibid p.1


¹¹² One example of this process is how the Global Data Access Framework, led by UN Global Pulse, has been positioned as providing a basis for data sharing for meeting the SDGs. See [https://www.unglobalpulse.org/blog/](https://www.unglobalpulse.org/blog/): ‘The GDAF also sees itself as contributing towards digital public goods by aiming “to transform data discoverability by establishing a global platform for data sharing that utilizes various protocols for exchanging data. The GDAF will rely upon a state-of-the-art reference architecture that will be developed through a collaborative multi-stakeholder effort and will enable data to be discovered by AI systems more easily. Through this mechanism, the GDAF intends to enable entrepreneurs, academics, and governments to unlock the potential for big data and AI for good.”’

translates into collective protection and empowerment of the community.\textsuperscript{114} In this case, the members of the community voluntarily provide data to the pool. The community members also participate in the construction of the governance model based on shared values including norms and procedures to limit the use, sharing and access to collective data.\textsuperscript{115}

This perspective emerged as a response to two trends of the hegemonic data governance model. On the one hand, it was a response to the narrative of defining data as a market commodity. Data cooperatives define data as a commons that should be managed by and for the community.\textsuperscript{116} On the other hand, data cooperatives aim to challenge data governance models based on top-down solutions through decentralised bottom-up governance models. Likewise, data cooperatives aim for transparency and openness around the value of data as a reaction to the ownership and secrecy that rules in the dominant model.\textsuperscript{117} The objective of this shift is to address the power imbalances that are fundamental in the hegemonic data governance model in which data owners exercise control over data subjects.\textsuperscript{118}

Data cooperatives are diverse, so their interests range from privacy and labour to social concerns like autonomy and sustainability. One of the most common data cooperative models aims to challenge the dominance of platforms and share the profits of their activities fairly among members. This category could include initiatives like FairBNB, where hosts and local communities share the profits of the house-renting services,\textsuperscript{119} platform cooperatives for gig workers of delivery and transportation apps like Co-Op Ride\textsuperscript{120} and TURPI,\textsuperscript{121} and cooperatives of creators like Resonate for musicians\textsuperscript{122} and Stocksy for photographers.\textsuperscript{123}

\subsection*{3.2.3. Indigenous data sovereignty (IDS)}

Data sovereignty, rather than being a model per se, is a principle used to portray different ways of governing data. The general idea is that data is an infrastructure that should be managed according to the norms and values of data subjects. This idea is inspired by proposals for technological sovereignty framed in the context of the interests of national states that are recognising that digital technologies are fundamental assets for which they should not depend on foreign powers.\textsuperscript{124} Even though the original proposal relates to nation states limiting their dependence on other states, the idea has been reinterpreted by people with the aim of promoting self-determination and rebalancing the current power relationship between data subjects and data controllers.
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Data from indigenous communities has long been used historically by colonial powers to exercise control over the lives of indigenous people.\textsuperscript{125} The debate about data sovereignty in this context is part of a long-standing fight by communities over their resources. In the current data governance model, indigenous communities are denied autonomy or are forced to rely on outsiders to access and use data about themselves. Therefore, the indigenous data sovereignty movement promotes the idea of managing information about their peoples, territories, lifeways and natural resources according to their laws, practices and values.\textsuperscript{126}

Indigenous data sovereignty is based on the UN Declaration on the Rights of Indigenous Peoples (UNDRIP), which is an international instrument adopted by the United Nations in 2007 that defines the minimum requirements for the wellbeing of the indigenous communities.\textsuperscript{127} In Articles 18 and 19, the document underlines that indigenous peoples have the right to participate in the matters that affect them through their means and procedures. In this context, indigenous data sovereignty is an opportunity to put in practice those articles to exercise control of data from communities.\textsuperscript{128}

As noted above, indigenous data sovereignty approaches are a movement rather than a full-blown governance model at present. The movement has taken some shape in different parts of the world, but one of the furthest developed propositions is the Maori data governance mode, which is constructed around a series of principles and the struggles of the Maori communities to participate in policies around the integration of administrative data resources in New Zealand.\textsuperscript{129}

The Maori communities are framing their fight to exercise sovereignty over data as part of their effort to obtain control over a variety of resources connected to their livelihoods.\textsuperscript{130} The Maori data sovereignty movement constructed principles for data governance that considers control of Maori communities over their data. The principles for Maori data governance are (1) authority over their data, (2) maintaining relationships of their data with the indigenous context, (3) obligations for balancing individual rights with collective interests and accountability, (4) collective benefit building Maori capacities, (5) reciprocity in terms of consent and respect of the Maori culture, and (6) guardianship over data.\textsuperscript{131}

The Maori data governance movement led to an agreement being reached with New Zealand’s statistics office. The agreement aims to construct a Maori-government work programme to include the Maori worldview into the decisions taken across the public data ecosystem in a process of co-design. The progress on expanding this collaborative model into other areas of governance has been complicated but the efforts around administrative data show promising change to construct a collaborative vision for data governance.\textsuperscript{132}
3.2.4. Personal data sovereignty

Personal data sovereignty is a model in which data subjects are defined as market agents that aim to control the access, use and sharing of their data. The idea is that data subjects have more choices over their data inside the market to receive more benefits. Therefore, the objectives of personal data sovereignty are to promote greater control over personal data and deliver better services centred on user control over data. The model is dependent on new intermediaries of the data economy that seek trust from individuals to share and transfer personal data. This perspective supposes that data subjects are free actors that can rebalance power relationships. Likewise, the model defines personal data as a commodity that should be governed by data users in exchange for better services.

Personal data sovereignty is increasingly being translated from a political ideology into a set of different technologies and technical tools aimed at realising greater control over one's own data. The advent of cryptographic technologies like blockchain, and the libertarian values motivating its promoters, has inspired advocates to pursue decentralised technical systems to achieve 'self-sovereign identity' by which users can assert and trust claims about one's personal data without needing to rely on traditional intermediaries like state agencies. While excitement for these technologies continues to grow, especially with the emergence of so-called Web3, it remains to be seen whether the architectures underpinning personal data sovereignty will achieve the vision of 'trustless trust' and prove to be as liberatory as its promoters hope, especially as most providers will be for-profit private ventures in the current market-based paradigm.

3.2.5. How these models interact with the dominant narratives over data

In table 3 below, we summarise some of the key aspects of the different models across the following criteria: purpose, which is related to the objectives underpinning the existence of a particular data governance model; beneficiaries, being the parties and stakeholders for whom a particular model has been designed; value, which describes the cultures that each model seeks to promote; and finally tools, which are the mechanisms that help to operationalise a particular model.

Table 3 - Features and characteristics of alternative data governance models

<table>
<thead>
<tr>
<th>Name</th>
<th>Purpose</th>
<th>Beneficiaries</th>
<th>Value</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public data trusts</td>
<td>Public interest</td>
<td>Public entities</td>
<td>Accountability, participation, policy-making</td>
<td>Consultation, democratic accountability</td>
</tr>
<tr>
<td>Data Cooperatives</td>
<td>Collective benefit</td>
<td>Civic cooperatives</td>
<td>Shared values of the group</td>
<td>Voluntary participation, decentralised decision making</td>
</tr>
<tr>
<td>Personal data sovereignty</td>
<td>Increased choice, individual autonomy</td>
<td>Business, data subjects</td>
<td>Commoditisation, individual choice</td>
<td>Transfer and exchange, trust mechanisms, data portability</td>
</tr>
</tbody>
</table>
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The different examples give us insights into the ways in which data governance has differing motivating purposes. This includes understanding how these resistant/alternative models do not just offer a new institutional apparatus within which to govern data, but a fundamental reimagination of what the purpose of data governance should be.137

Data governance models can also be grouped according to the actor that governs the data (see figure 3 below). First, the individual-based initiatives reproduce the idea of personal data as a commodity, but are interested in giving more control to data subjects over their data. This model reproduces some ideas of the dominant model: personal data is treated as individual property that requires consent to be exploited. These initiatives consider that the market is the best mechanism to govern data, so it must flow unrestricted to make possible the exchange of the commodity.138

Source: Authors’ own work


Second, other models expect that a public institution governs data as a collective resource to generate public benefits. For this, we have two examples. On the one hand, we have initiatives that expect that public institutions construct the arrangements for governing data. The public data trust is an example of such a model that aims to socialise the benefits of data and govern the resource through the public policy mechanisms of accountability and participation. However, this model could face problems of financial sustainability due to the investments required to maintain such infrastructures.\(^{139}\)

On the other hand, data collaboratives leverage public-private partnerships as a way to govern data as a resource. Generally, these partnerships trust in a third party or independent trustee to create the rules. Public institutions are actors that pool data and have voting powers. This model reproduces the idea of data as private property that some companies could own and share with public institutions through an independent body. The model fails to recognise the power relationships inside the collaborative in which private companies have an enormous capacity to exercise control over the decisions of the independent body, limiting possibilities for public accountability and allowing private parties to access public institutions' data.

The third group is the community-based models. Through the examples of data commons, indigenous data sovereignty and data cooperatives, there is an emphasis on thinking in terms of
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how best to represent the interest of communities and groups. Doing so implies that there is greater acknowledgment not just of values that are important to the group, but also a contextual application of rules and regulations so that it is meaningful. Further, there is also an acknowledgment that within communities there are power differentials, and that identities that underpin the creation and existence of communities need to be accounted for.

In the case of indigenous data governance, the identity and historical claims of a community are the basis for claiming sovereignty over data. Therefore, the community approaches for data governance models will be diverse. And in the case of the data cooperatives, there is an enormous diversity of groups constructed by different interests and a great amount of fluidity, but members share the collective effort of gaining autonomy and collective decision-making over their data. The groups that claim autonomy over data to challenge the dominance of some private actors through collective governance could include gig workers, artists, developers, smaller companies, etc. Data cooperatives by design advocate for voluntary participation, recognising that there is a fluidity to how communities exist, and how interests may change over time.

3.3. Points of interaction between fundamental visions

The systems and approaches described above almost always overlap. Data can be a market asset, an object of state control and sovereignty, and a component of individual identity all at the same time, and thus be covered by multiple legal or governance frameworks simultaneously. Moreover, the four ways of approaching data governance detailed above also interact and coexist. Both market and commons approaches usually take the personal/non-personal distinction into account. For market systems, giving individuals some rights over personal data potentially provides a warning system for when unacceptable uses are taking place which might lead to the disruption of the efficient functioning of the market by human rights claims, for instance. Conversely, rights over personal data are automatically limited in the ‘strategic state asset’ model when state security comes into question. Examples of this include the use of citizens’ private messages as a state intelligence asset by the US government, uncovered by the Snowden revelations in 2014 and the use of biometric identification systems to track and control Uighurs in China's Xinjiang Province, or in a less egregious example of state intervention, to control population movements during COVID-19 outbreaks.

As legal researchers point out, any commons-based governance system also has an accompanying system of ‘rules-in-use’ which determine how conflicts between different interests are resolved on the practical level, much of which centres around the ‘interdependence between knowledge flows aimed at creative production and personal information flows’. A commons
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approach, however, is potentially in tension with the ‘privacy as contextual integrity’ norm,¹⁴⁶ i.e. prioritising people’s expectation that data will flow in ways that align with their own expectations. Gurumurthy and Chami argue that a nuanced version of commons governance has the potential to take account of this problem: in their analysis of data stewardship models they demonstrate that these unfairly empower technology firms, making it likely that data will be used in ways not in line with people’s expectations or preferences.

This suggests that, under a framework that attempts to make data a common resource while also taking account of contextual privacy, definitions of personal and sensitive data would have to be broadened in order to make it possible to guard people’s individual interests in data. A commons approach therefore has implications for most countries’ current rules-in-use, which are very much oriented toward the default of making data available to market actors across contextual boundaries (although often in forms which are de-identified or pseudonymised). Although the personal/non-personal data distinction works broadly to define areas in which we wish to respect the connection between data and individuals, and those where other needs take precedence (such as those of innovation and business or government), it is worth considering that the cases outlined above (see section 2a) in which we may find that we care about de-identified data as much as personal data, and wish to treat it with greater care than our current frameworks mandate. This kind of problem fits within an overall commons approach, but suggests that mechanisms for the contextual adaptation and reworking of rules-in-use need to be provided, in order to prevent the system becoming formed in the image of the market at the expense of people.

At the level of existing digital technology governance frameworks, one key component of the EU’s approach is that it is risk-based. The risk-based precepts contained in the GDPR and the draft AI regulation require that developers and deployers of digital technologies assess their products, models or services and report to authorities the extent to which they will require scrutiny and protections to make them comply with human rights. Within this, data can be governed according to different principles, whether those of fair competition in the marketplace, fair trading and consumer law, privacy, the protection of personal data, and others. These principles sometimes overlap, but often work independently so that a given application may be governed by multiple instruments at the same time. What characterises the system overall, however, is a pro-market, pro-innovation set of assumptions.

3.4. How broader models are incorporated in current data governance

The way in which the overarching conceptual framings set out above play out in the actual instruments and approaches chosen to enact data governance varies by country and region. The personal/non-personal data categorisation is perhaps the most prevalent globally, largely because in many of the countries still establishing data protection legislation, the need for adequacy agreements leads to a framing that follows the EU’s. In the highest-income countries, where rules are now being set out for AI as well as data governance beyond personal data protection and digital markets regulation, the challenge is more complex and requires thinking beyond a single taxonomy of data as personal/sensitive and non-personal, and instead to think about the broader effects of data use and balance the demands of different sectors and concerns. This section looks briefly at the kind of approaches we see emerging in relation to the definitions and related challenges laid out above.

Domain-specific commons: Data is often governed from outside the frame of ‘data governance’, and the same may occur to some extent with AI. Arrangements for data often follow ethical and practical norms in fields such as health, security and mobility, in ways defined by the history of those sectors, and which then overlap with the provisions of data protection or consumer law. We see historically and normatively informed processes in the health sector, for instance, around the definition of data as research versus operational data, and patient records versus organisational data, even though the two often speak to each other in terms of use and management. As such, health organisations often handle some version of a data commons where patient data may exist in the form of a fiduciary relationship between doctor and patient, but may simultaneously constitute public health data and become part of a bounded commons arrangement with public health authorities, local and national (for instance, this occurs in many countries with vaccination records, which have different functions over time). Similarly, at different levels of law enforcement data sharing occurs which may resemble a commons approach, governed by different rules within that commons according to whether the data is personal data, whether it is sensitive, whether it is covered by law enforcement rules (such as the EU’s Law Enforcement Directive) or general data protection provisions (such as the GDPR), and whether it is being handled by local, national or international authorities. Data on an individual may, for instance, be collected by local police but then become incorporated into a national-level crime investigation, or become part of the records of Europol on a particular issue, and will be covered by different legal provisions, often simultaneously, in each database.147

Sectoral approaches to data governance: Many countries have evolved a patchwork set of regulations about data over time, as different sectors have developed. The US, Indonesia and many other countries have rules governing commercial data processing activities that are separate from those governing, for example, health or law enforcement. In the EU the sectoral approach can be seen in the division of law enforcement data protection and general data protection. The sectoral approach often leads to, or reinforces, the data-as-asset framing because it focuses attention on (mis)uses of data by the most powerful actors, rather than providing a comprehensive discussion of risks and objectives in the data economy.

Comprehensive legislation on data: This requires picking an overall model, which in the vast majority of cases worldwide results in the categorisation of data into personal and non-personal, and providing protections for personal data while allowing non-personal data to be traded freely, often depending on both sectoral provisions and national strategic concerns. This is compatible with the data-as-strategic asset vision and can be seen, for instance, in India’s ongoing formation of a data governance regime based on framing non-personal data as a tool of public and economic policy, and also in China’s data governance framework, perhaps the system which most explicitly seeks to define the state’s interests in both personal and non-personal data, with (limited) rights over personal data as a tradeoff for the public.148

The precautionary principle: The most common framing for a comprehensive, market-oriented approach is a risk-based one, placing those who collect and process data in the position of judging its possible harms. In contrast, when applied to data governance the precautionary principle is one main alternative to the risk-based model. It is often discussed as being potentially based on human rights or other sector-specific principles (such as the humanitarian principle of doing no harm, or the life sciences principle of respecting people’s autonomy and integrity). This is not the only way

147 See, for example, the order given by the European Data Protection Supervisor to Europol where they determined that data should not be kept as crime data unless it was determined separately to be so on the level of Europol itself: https://edps.europa.eu/press-publications/press-news/press-releases/2022/edps-orders-europol-erase-data-concerning_en

to use it, however: for example the Chinese instruments on data governance arguably combine a consent-based model for consumer data with a precautionary approach on data defined as relevant to social cohesion and state security. The precautionary principle is most aligned with the vision of data as a strategic asset and with the notion of personal and non-personal data, given that it may result in the prohibition of particular uses of data - something less possible once data is in a commons infrastructure. It is also less compatible with what might be termed the strong market approach to data, which is predicated on the assumption that data must flow and, in principle, value must be extracted.

**Private regulation and self-regulation by data proprietors:** The market-based model for data governance is often accompanied by private regulation such as standardisation, voluntary certification and self-regulatory provisions which aim to guide how data proprietors should handle or share data under given circumstances. This self-regulation component has received huge emphasis over the last decade in the EU and US in particular, and has become a lobbying focus for technology firms who would rather be subject to self-regulation provisions than hard law. The data ethics apparatus that grew up over the 2010s in the private sector, but also to some extent the public sector, has been criticised as an 'escape from regulation'. It has been criticised as not fit for purpose as a way of effectively governing data and AI on the basis that AI development, in the words of Mittelstadt, is a research area that lacks 'common aims and fiduciary duties, professional history and norms, proven methods to translate principles into practice, and robust legal and professional accountability mechanisms'. In the absence of these, Mittelstadt argues, there can be no useful consensus on high-level principles because there is in fact 'deep political and normative disagreement'. One of the chief proponents of a data ethics approach as a tool of (corporate) data governance, Luciano Floridi, wrote in 2021 that 'the time has come to acknowledge that, much as it might have been worth trying, self-regulation did not work.'

**Cooperative regulation:** In their approach to data governance, the UK government has advocated for the need to have capacity across different departments in government. Regulatory functions in the UK also combine different technical expertise. For instance the Competition and Markets Authority (CMA) investigates anti-competitive behaviours, the Information Commissioner's Office is responsible for protecting information rights in the UK, while the Office of Statistics Regulation ensures compliance with official statistical standards. The National Audit Office came out with a detailed report outlining the importance of not just specific domain expertise but also cross-department accountability and governance, to ensure that there were clear responsibilities, but also effective communication. This sort of regulation is premised on the idea of cooperation existing between different departments, and building competencies that do not just reside with one unit, but with several.
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4. What are the key principles and features of 'good' data governance, and what is our basis for judging this in the EU?

The EU’s data governance approach currently draws on a range of overarching principles, sourced from a set of policy instruments, for defining what constitutes good data governance. Several of these principles potentially conflict, so that the question that emerges is one of prioritising and balancing. Data governance in this context becomes a matter of balancing these principles in order to determine how different objectives should interact, how public values feed into governance frameworks in practice, how civil society is allowed to participate in governance, and how people’s interests should be represented in governance. Key instruments in play include the European Strategy for Data,\(^\text{154}\) whose core proposal is that ‘the EU can become a leading role model for a society empowered by data to make better decisions – in business and the public sector.’ They also include the upcoming European Declaration on Digital Rights and Principles for the Digital Decade,\(^\text{155}\) which focuses on connecting and aligning digital governance with core areas of human rights as established by EU law, EU values (dignity, freedom, democracy, equality, rule of law and human rights)\(^\text{156}\) and the European Pillar of Social Rights.

On the economic front, other underlying principles the EU draws on in its vision for data governance include the innovation principle,\(^\text{157}\) which ‘ensure[s] that all new EU policy or regulations support innovation and that the regulatory framework in Europe is innovation-friendly,’ and the principle of the digital single market, which in turn aligns with the core principle of free intra-European trade which forms the historical foundation of the Union. These values relating to the economic growth and wellbeing of EU Member States potentially stand in tension with the rights- and justice-based orientation of the other core value statements to do with digital strategy, for instance in the statement that the innovation principle is legislatively as important as the precautionary principle, which underlies much thinking about digital rights and data protection. For the Council of Europe, for instance, the precautionary principle is centred in the 2019 ‘Guidelines on artificial intelligence and data protection’ issued by the Directorate General of Human Rights and Rule of Law, which proposes ways to align AI regulation with the internationally adopted Convention 108 on data protection: ‘AI developers, manufacturers and service providers should assess the possible adverse consequences of AI applications on human rights and fundamental freedoms, and, considering these consequences, adopt a precautionary approach based on appropriate risk prevention and mitigation measures.’\(^\text{158}\)

How, then, should the EU address the tension between its mission to create and sustain free trade and economic growth for its Member States, and its mission to establish rights and the rule of law in relation to digital technologies? What should be the non-negotiable criteria and who should set them? This tension, reflecting as it does the tension on the global level between free digital markets and the prevention of harm and promotion of fundamental public goods, speaks to very different,
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and potentially incompatible, standards for what is ‘good governance’. One way to arbitrate between these differing visions is to address them through a justice lens, which asserts that there are tests we can apply to statements about good governance and related models, to see whether they align with the core assumptions that make governance functional for people, and place it at the service of the public rather than in the interests of the most powerful and privileged.

In 2017, the Global Data Justice project (the authors of this report, based in the Netherlands) asserted three fundamental pillars of ‘good’ data governance.159 These pillars offer a tool for understanding how public values can be incorporated in governance frameworks. The first – that people should have control over their own visibility – touches on both privacy and representation. It asserts that people should be represented through their data when it is in their interests (for example, when registering to vote, receiving benefits and entitlements, and in contexts where public health or safety is at stake). However, they should also be able to withdraw their participation in systems which render them visible in exploitative ways, for instance extractive practices of commercial profiling, unwarranted surveillance by government or commercial firms, and systems (such as commercial national identification infrastructures) that channel public goods into private wealth.

The second pillar of good data governance is that people should have autonomy over whether they adopt particular technologies or not, and in turn that they should control their terms of engagement with data markets. This implies establishing means of collecting and using data that do not serve the business models of big technology firms, and in turn that non-commercial institutions and organisations, especially civil society organisations which legitimately represent the interests of groups and communities, must play a central role in data governance.

The third relates to harm, namely the notion that although they should be able to make claims, people should not be made responsible for protecting themselves from exploitation through datafied (or automated) systems, given that these are generally invisible to those they affect. Where people cannot be aware of the paths their data is travelling, or the basis on which decisions are being made about them, it becomes the responsibility of the government to ensure that the public is protected, both individually and collectively. This responsibility can then, in the case of the private sector, be imposed on data handlers in the form of regulation that creates accountability - but the key principle is that accountability should be produced through, and aligned with, public and ideally democratic architectures, rather than commercial firms self-regulating according to codes or standards they define and enforce themselves.

These pillars are complementary to other statements about data governance in that they propose a normative underpinning for any governance model. If it has the effect of channelling power and profit toward the best-resourced and most powerful actors, whether governmental or corporate, a governance model is not in line with principles of social justice and requires reorienting. Equally, a system of data governance that does not countenance contestation - however pressing the public needs it addresses - requires further thinking and development. Perhaps most importantly, if a model proposes structures for accountability but these are technology-specific, rather than aligned with the existing architectures through which civil society asserts its agency, the model is unlikely to produce just outcomes.

This justice-based reasoning leads to a set of core benchmarks for good governance of data:

---

i. **Preserving and strengthening public infrastructures and public goods**: does the governance model proposed channel benefits principally toward the public, and does it prioritise the integrity of public infrastructures and related public goods?160

ii. **Inclusiveness**: does the model envision rights and values as universally applicable, or does it prioritise rights-holders who are also citizens or geographically close to the institutions governing data? Does it conceptualise non-citizens and people in other regions of the world (for example, migrants entering or living in the EU, or people in other regions affected by EU firms' digital trading practices)161 as relevant communities for the values and protections it establishes? Does the understanding of rights and values account for the fact that people have different capacities to claim these rights and entitlements, and explicitly account for these social-political contexts?

iii. **Contestability and accountability**: does the governance model assume that people may disagree, resist, refuse and bring claims which need forms of redress? Are there mechanisms to allow data and technology policy to respond to social and political change, and does the model offer ways of recognising and negotiating about dissent and contestation? Does the model align with principles and processes of democratic accountability through the institutional mechanisms it offers?

iv. **Global responsibility**: does the model only look inward, for instance toward the EU Member States, or does it take into account norm-making effects on external actors in the global, political and economic landscape? The EU plays a de facto role in international standard-setting because other nations have to align with the norms conveyed by its legislative instruments in order to trade with the bloc. This regulatory convergence means that the norms contained in the EU's data governance model will have practical effects on decision making elsewhere (positive or negative) and therefore have a diplomatic character as well as an internal one.162 This means that the EU has a responsibility not to establish harmful norms around data and AI, and to consider the practices its data governance may make possible elsewhere.

The implications of these principles for good governance are explored below.

---

160 One prominent example of this problem is the privatisation of South Africa’s welfare payment distribution services in 2012 to a technology firm, CPS, which rendered many welfare recipients destitute by channelling deceptive offers from its subsidiary firms, a problem which then could not be effectively redressed because of the dependency that had been created on the digital provider’s capacity: See: Roy Cokayne, ‘We Could Be Stumbling into a Digital Welfare Dystopia: Open Secrets,’ *TechCentral* (blog), December 7, 2021, [https://techcentral.co.za/we-could-be-stumbling-into-a-digital-welfare-dystopia-open-secrets/205646/](https://techcentral.co.za/we-could-be-stumbling-into-a-digital-welfare-dystopia-open-secrets/205646/).


4.1.1. Preserving and strengthening public infrastructures and public goods

This issue goes to the equitable distribution of resources, but also to the preservation of the functionality of public (digital) infrastructures which in turn provide public goods. We should also consider here the creation of what has been termed ‘public value’. In terms of the first of these two, these infrastructure-related goods include the social safety net, scientific knowledge,\(^{163}\) public education and healthcare, access to justice, electoral processes and law enforcement. Where these become delegated to non-state actors in the process of digitisation, rather than building state capacity and, with it, the apparatus of accountability between state and people, these public goods are potentially at risk and should be centred in discussions about process and regulation of such transfers of responsibility.\(^{164}\) The term ‘public value’ refers to the creation of non-economic forms of value for society.\(^{165}\) It has many possible interpretations, but is different from the concept of the ‘public interest’ and instead covers the process of creating definable value, for instance through the creation of public goods such as education, social welfare systems, public transport or public health.

Establishing a data governance model therefore also represents a statement of the public interest: it requires a position on the extent to which public services should be provided through public infrastructures and what ‘public’ should mean in practice for instance in terms of transparency policies, monitoring mechanisms and avenues for the redress of grievances.\(^{166}\) Establishing a data governance model by extension also informs architectures: it determines who has the right to construct infrastructures that directly impact the public, whether and how these should be made accountable to the public, and how publicly owned systems should interact with privately owned ones, and to whose benefit.\(^{167}\) Engaging with this notion of ‘publicness’ also means to discern how the treatment of data as a commodity results in subjecting it to skewed market power where the dominance of a few players sets the agenda for others within the data economy. Building a level playing field requires ensuring not just that certain functions retain a public character, but also that there remains a capacity for other actors such as civil society to challenge the publicness of functions. Thereby, if they fall short in their standards such as in terms of accountability there remains a capacity to respond and monitor.
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\(^{163}\) For example, the Rector of the University of Amsterdam has called for a ‘digital university act’ to maintain the independence of universities as producers of public goods. She calls for publicly run digital infrastructures, open access publication, for universities to control the digital tools they use, and for platforms to provide access to data for research purposes. See: Karen Maex: ‘Protect independent and public knowledge.’ Speech January 8\(^{th}\) 2021 https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwiavsCj_D4AhV L-aQKHZQ6A4QFnoECAUQAQ&url=https%3A%2F%2Fwww.uva.nl%2Fbinaries%2Fcontent%2Fassets%2Fuva%2Fnl%2Fover-de-uva%2Fspeech-karen-maex---dies-2021.pdf&usg=AOvVaw2V5_UZK8444_8hFUJZU9s

\(^{164}\) See the work of the Global Data Justice project on pandemic-related commercialisation of public goods: https://globaldatajustice.org/sphere-trans/


\(^{166}\) Mittelstadt makes the case that professionals conducting public tasks (including lawyers and doctors) have particular accountability architectures based on fiduciary duties and ethics which are not present in technology firms: ‘Commitment to public service: professions involve a public declaration to provide a service to society or for the public good, making use of specialized, often privileged expertise which takes precedence over individual gain.’ Brent Mittelstadt, ‘Principles Alone Cannot Guarantee Ethical AI,’ Nature Machine Intelligence 1, no. 11 (November 2019): 501–7, https://doi.org/10.1038/s42256-019-0114-4.

This imperative to balance the power and needs of the public against those of the private sector requires that norms, structures of democratic representation and laws have to be placed in dialogue with each other. Attempting to govern data and AI, for instance, primarily through private standards bodies and certification by private actors would tend to privilege a neoliberal vision of the public interest which is subject to market-driven interests, but would not be easily updated to deal with new applications and systems, and which often fail to take account of democratic process. Finding a way to extend this process to technology governance is one of the priorities for the coming decades since without it, any governance model cannot be tested against the notion of the public interest and - given the prevailing power of technology giants and their interest in shaping governance - will suffer challenges to its legitimacy.

4.1.2. Inclusiveness

An inclusive perspective on data governance demands that any model centre justice and take into account the interests of all who will be affected by it, rather than simply a body of citizens in a particular state or region. This broad definition of whose data matters therefore includes, for instance, non-citizens, people who are suspected of crime or considered security risks, and people who are beneficiaries of social welfare programs - all groups whose agency is commonly disregarded when it comes to developing and deploying data analytics and AI. Data regulation tends to cite both human rights and market efficiency, the former of which aligns well with a social justice-oriented governance model. For the latter, this is harder because it is based on the notion of rational, fundamentally equally equipped participants in the market. In contrast, a social justice perspective starts from the assumption that all societies are unequal playing fields where people's circumstances give them different degrees of agency and ability to claim their rights. A good governance model, therefore, should conceptualise who matters and how, rather than only what data matters.

A social justice-oriented data governance model suggests additions to our way of conceptualising vulnerability in relation to technology. Beyond the notion that people are more easily harmed if they have certain minority or sensitive attributes, a social justice view would add another facet to these considerations: that of unequally distributed power and agency. In this view, data technologies and AI are often constructed in exploitative ways, and will amplify these inequalities, creating vulnerabilities where they may not inherently exist.

An inclusive vision of protection from harm is also an important component of an inclusive data governance regime. The contexts in which data causes harm have changed radically over time, from the analogue and early digital privacy harms of the 20th century to a set of harms including facial recognition, pseudoscience such as physiognomic AI, and collective and more political threats such as deepfakes and online health-related misinformation. Data governance has not always kept up with them, particularly where the identification of harm is made dependent on definitions from other domains - for example misinformation as currently conceptualised by the proposed Digital Services Act covers almost exclusively child sexual images and content advocating for terrorism, requiring revision of other instruments in order to apply it to pandemic-related misinformation - something which has posed a large-scale threat to the public over the course of the COVID-19 pandemic.

Data governance implicates every data that can be treated as an economic commodity, a surveillance tool to protect national security, or linked to privacy and identity rights. As long as


the data creates social or economic value or risks downstream, the interests of the individuals and groups that share relevant features with the data subjects and data producers should be factored into how data governance allocates privileges and duties among actors in the digital economy. The connection envisaged in the preceding paragraph has a lot to do with data relativity, i.e. how data connects people to one another (horizontal data relations) and how these connections produce social effects that are hardly recognised under existing data governance frameworks. 170

If a good data governance model should be inclusive, how do we determine the extent of inclusiveness, such as the variety of data governed by the model and the communities to include, in this case, citizens generally, also non-citizens, and citizens in their capacity as consumers, businesses and public authorities?

Public and private sector controlled data matters in this space. A public intervention that relies on data as an instrument for social policy should be of interest. With regard to social policy, it usually is a top-down approach, with public authorities deciding with little or no input from those who are expected to benefit from the interventions. A case in point are the Dutch municipalities attempting data-driven initiatives for social benefits services, youth care services, debt support, care for vulnerable people and early school dropout. 171

The procedures in a data governance model respond to historical and cultural arrangements. The current dominant model of economic exploitation of data was constructed around the use of information infrastructures with colonial heritages. 172 How data is collected, shared and used is part of a long-standing trajectory of observing, collecting and sorting data from colonial endeavours involving long-distance interaction and sponsored by powerful actors like the state or corporations. 173 Even though we try to disconnect the digital technologies from their history, the long-term continuities between these technologies and archival and statistical practices are present in the way in which data is collected, organised, shared and used. The prediction of exploitation and discrimination of certain groups would come from the legacies of exclusion rather than futuristic claims.

For example, the practices of colonial datafication in South Africa during British rule shaped the implementation of biometric technologies in the country after independence. The colonial state in South Africa has been described as a gatekeeper whose activity was focused on controlling trade and enforcing racial divisions. This construction facilitated the development of information infrastructures centred on knowing and governing colonial subjects to construct racial divisions, the rights that could be entitled, and the allocation of labour. Therefore, the colonial state was eager to construct architectures of identification that could help to put in practice the gatekeeper function of the state. Biometric identification technologies, mainly fingerprinting, were developed first in India and they were then brought to South Africa by the Indian Colonial Service. Both India and South Africa had a special place as twentieth-century laboratories for the empire for technologies of racial segregation. Following this colonial effort, the governments after the independence tried

to construct the biometric database repeatedly, but it was not until the emergence of digital technologies when that was possible.\textsuperscript{174}

4.1.3. Contestability and accountability

Contestability and accountability are key to the functionality of a data governance model. They serve as the link between those governing data, those using it and those affected by it, and therefore also constitute a barometer which tells us whether the model is achieving its aims or not. Contestability and accountability are linked: if there are structures for accountability then people who are negatively affected will make this known, and conversely, it is only through claims that accountability is realised.

There are many forms of contestability relating to data and AI systems, some (but not all) of which connect to structures of democratic accountability. It is important to think beyond state-based democratic process, which is the ideal but does not apply to many instances where data governance has to provide accountability. Sometimes accountability is internal within companies or public bodies, for instance in relation to content moderation or unfair treatment. Often, this accountability needs to be linked to broader political and legal forms of accountability in order to have meaning. In other cases, contestation is weakly linked to accountability: for instance, when refugees and certain subjects of humanitarian action experience harms relating to data or AI, there is a gap in terms of meaningful accountability because in many crisis contexts international organisations are mostly accountable to states and much less so to the people they directly intervene on.

Common denominators for accountability and contestability processes in different contexts include transparency with regard to what systems and data are being used, who is making decisions within the system, and who is liable for any harm caused. The issue of contestability overlaps with that of inclusiveness - most often those who are not conventionally envisaged as subjects of data governance (such as migrants, suspected criminals and children) are also those unable to bring claims when harmed. For instance, migrants subjected to intrusive or excessive processes of border control could in theory claim that the technologies in question are illegitimate, but do not have the standing to do so.

For meaningful accountability to be feasible, several features are necessary. First, data governance should be treated as a problem that affects collectives as well as the individuals who are currently those entitled to make rights claims. Conceptualising the public, as well as individuals, in relation to data collection, use and the distribution of benefits would necessitate governance that included the possibility of institutional responses to data production and exploitation.\textsuperscript{175} Second, taking account of the temporal dimension of data governance, it matters that infrastructures and processes exist for identifying problems and recognising claims at different stages of an intervention or application.

Third, the system must provide ways to equalise power differentials around data and AI interventions. Unless people are legally, structurally and institutionally empowered to dissent or not to consent to a given application of technology in the first place, any consent obtained from them is invalid. The forms of consent currently used in relation to commercial data collection systems, for example, are mostly invalid on the basis that people cannot be properly informed about the possible

\textsuperscript{174} Keith Breckenridge, \textit{Biometric State: The Global Politics of Identification and Surveillance in South Africa, 1850 to the Present} (Cambridge: Cambridge University Press, 2014), \url{https://doi.org/10.1017/CBO9781139939546}.
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results of their agreement.\textsuperscript{176} Theorists of the social contract distinguish between situations where people consent to an intervention unwillingly out of necessity of constraint (‘convention consent’), versus situations where people offer ‘endorsement consent’ and willingly cooperate because they agree that the intervention is in the public interest.\textsuperscript{177}

An example of unwilling consent in data governance can be seen in the draft AI Act’s description of the way people are expected to consent to physiognomic AI (AI developed to draw emotion or personality inferences from people’s facial features, including ‘emotion recognition’ models). This group of techniques is a common type of AI application, but one that is not in line with scientific evidence, and is categorised by the Act as a practice that should be regulated mainly through transparency and informed consent. In the words of the draft Act, ‘This allows persons to make informed choices or step back from a given situation.’ (p.15). However, the private-sector contexts in which physiognomic AI is most often used - recruitment, examination monitoring and others - are situations where people by definition cannot ‘step back’ without the loss of a potential job, of a qualification they have worked for, or other opportunity. This constitutes forced consent and fails the contestability test. Similarly, the use of biometric analysis or ‘emotion detection’ AI on forced migrants who need to cross a border for their own safety, or on students who need to take an exam in order to gain a qualification (and often to keep a visa), also fail the contestability test.

A final aspect of contestability, which may appear quite radical within the dominant paradigm, but which nonetheless merits critical consideration, is the possibilities for resisting the power of markets and private actors to shape data governance priorities. Among other concerns, this means challenging the market-based framing for policy relevance in data governance debates, questioning why certain courses of action are deemed irrelevant, impractical or infeasible by market actors and fundamentally questioning the role of the market (or markets, as it were) in setting the vision and terms for future data governance. Current modes of contestation do not provide sufficiently material ways to challenge the power of private actors other than through accusations of anticompetitive practices or consumer rights violations. A data justice perspective demands that we broaden our conceptualisation of contestability beyond claims based on competition and consumer protection regulation.

\textbf{4.1.4. Global responsibility}

Global responsibility in terms of data governance in our understanding is not a responsibility to offer templates and transplants of how to build data governance frameworks for different regions around the world. Rather it is an acknowledgment that the decisions taken by the EU have a lifecycle and effects that go beyond governing within its jurisdiction. This effect - already articulated by the EU in relation to its digital strategy\textsuperscript{178} - is not just on account of extra-territorial impacts of legislation but also on account of the fact that very quickly the EU regulatory approach often becomes the global standard for regulation elsewhere.


\textsuperscript{178}‘Europe must now strengthen its digital sovereignty and set standards, rather than following those of others – with a clear focus on data, technology, and infrastructure.’ https://ec.europa.eu/info/strategy/priorities-2019-2024/europe-fit-digital-age_en
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The dominant model for data governance translates into a reproduction of the global inequality in which an identifiable group of powerful actors control data. For example, trade agreements between the EU and other countries have historically been constructed in unfair terms. It is argued that these kinds of agreements allow firms to access data from the Global South to exploit it and, at the same time, externalise the privacy damages of aggressive data technology development. For this reason, it is fundamental to keep in mind the effects of promoting data governance models in countries outside Europe – we argue that the models need to take a plural understanding of values that underpin them. For instance in the case of the value of rule of law, it is necessary to view it not just as a European value, but rather as an essentially contested concept that has different meanings in different regions.

At one level, in a very narrow sense, the rule of law can be seen as essential to maintaining law and order, but at a broader level it can be understood as the basis to ensure human rights, secure democratic institutions and fulfil the progressive realisation of socio-economic rights. As a principle of good data governance, taking on a thick description of rule of law is important because it will allow for different manifestations of how regulation materialises, without dictating the parameters on what it should constitute. Whereas a thin description of the rule of law will take into account how institutions can ensure fairness, due process and accountability for the governing of data, a thick description will acknowledge the ways in which the governance of data takes place in practice. Doing so addresses the institutional as well as user-centred ways in which we need to think of governance.

This includes acknowledging the power imbalances between different parties within a data economy, recognising that in order to ensure equitable data governance one needs to incorporate a plurality of ways in which people have access, use and engage with data infrastructures and finally building mechanisms and institutions that can ensure that due process is also contextual, and is flexible to have relevance in different country contexts.

In doing so, when thinking of building a model that considers the global effects of its use, it becomes important to think beyond narrow institutional frameworks that are typical to a particular jurisdiction. It should rather examine the implications that such a model can have on a procedural, substantive and formal basis. With the application of the rule of law as a principle in this instance, this would mean: on a procedural basis, it provides, rules and standards through which data can be governed such as ensuring that there is a lack of arbitrariness and constraints on the use of discretion in terms of governing conflicts within a data economy; it can have substantive value, wherein it provides normative aspects such as the protection of liberty of people, ensuring they have agency and are protected against discrimination; and finally it can have formal dimensions including aspects of its generality and stability, in terms of the expectation with which the architecture of data governance rules are applied and materialised.

---
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Locating the effects of a model globally, by acknowledging that other regions may have different cultures and institutions, is important to ensure that these local specificities are supported rather than supplanted by data governance models that the EU proposes.
5. Review of EU policy context

5.1. Existing data strategy and regulation

After positioning in the discussion in the 2020 European Data Strategy and summarising the state of existing EU regulation relevant to data governance, we will review each of the key pending legislative files relating to data and AI governance, explaining how they come together into an embryonic data governance model for the EU.

The 2020 European Data Strategy is grounded in finding ways to ensure that society can make better decisions with greater agency over data. There is an emphasis on ensuring that Europe is competitive as a player in the data economy by developing its connectivity capacities, computing power and cybersecurity. At the same time it emphasises that there should remain strict protections and controls to ensure that the legal framework prioritises data protection, fundamental rights, safety and security.\(^\text{185}\)

In this strategic context, the existing regulatory framework in the EU pertinent to data governance could be described as piecemeal and fragmented because, while the focus on building markets is coherent, the different instruments involved create disjunctures in the way technological harms are conceptualised (i.e. through the lenses of data protection, competition and consumer protection). In turn, this fragments the ways in which claims can be made and redress sought. For instance, a platform that is violating privacy rights, building an unfair monopoly and facilitating unfair trading practices must be separately addressed on all three fronts, effectively by different interest groups and specialised intermediaries to help them make their claims. This makes it hard to conceptualise ‘good governance’ along the lines set out above because any legal or regulatory approach is, by design, incomplete. It thereby places an impetus on the right-seeker to be able to meander through the regulatory maze.

In this regard, seeing these developments as a way to constitutionalise digital spaces is important. This is because a constitutional law perspective offers not only a way to limit the power of different actors, whether public or private parties, performing public functions, and ensures that they remain accountable to the people. It also provides a language of rights, wherein people are safeguarded and protected in regard to their fundamental freedoms, but also have an opportunity to redress any grievance on account of excesses of public and private power.\(^\text{186}\) In doing so, it provides a series of guarantees and values to ensure that there is an equilibrium and balance among different players.\(^\text{187}\) Framing these discussions through digital constitutionalism therefore ensures that even as a flurry of new legislation addresses different aspects of practice in the data economy, testing legislation from a perspective in terms of how they create instruments to balance power, provide tools to challenge power, and frameworks to hold those with power accountable is critical.

Against that backdrop, among the key laws already in place in the EU that impact on data governance in different ways are the 2016 General Data Protection Regulation (GDPR), the 2016 Data Protection Law Enforcement Directive, the 2002/2009 Privacy and Electronic Communications Directive (i.e. the ePrivacy Directive), the 2018 Non-Personal Data Regulation, the 2003/2019 Directive on the Re-use of Public Sector Information (i.e. the Open Data Directive), and the 2000 e-
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Commerce Directive, among others. While several of these have previously been discussed in this report, here we will briefly summarise their regulatory scope, resulting governance architecture and notable gaps, before turning to discuss how the key pending legislative files aim to build on and strengthen these established rules.

The GDPR and Law Enforcement Directive both regulate the processing of personal data in the EU but in different contexts. The GDPR is a comprehensive regulation with the dual aim of ensuring fundamental rights while also stimulating protected data flows both within the EU and outside the bloc with countries deemed to have an essentially equivalent data protection legal framework in place. The nature of police and judicial activities in criminal matters necessitated a differentiated set of rules for the protection of personal data in law enforcement contexts, leading to the Law Enforcement Directive. National data protection authorities (DPAs) provide oversight and enforcement for both the GDPR and Law Enforcement Directive, as well as the ePrivacy Directive which supplements data protection rules with additional regulations for the confidentiality of information, treatment of data in transit, spam and the use of cookies. From a governance perspective, it is worth noting in particular the existence of the European Data Protection Board, which is an independent body whose purpose is to ensure consistent application of the EU's data protection rules and to promote cooperation among the EU DPAs – a governance design mimicked in the draft AI Act.

In terms of the governance of non-personal data, the Non-Personal Data Regulation and Open Data Directive are both relevant but have different aims. The Non-Personal Data Regulation seeks to remove obstacles to the free movement of non-personal data between different EU countries by:

- Prohibiting Member States from imposing requirements on where data should be localised (with limited exceptions);
- Establishing a cooperation mechanism to ensure that competent authorities can exercise their rights to access data being processed in another Member State; and
- Providing incentives for industry – with support from the European Commission – to develop self-regulatory codes of conduct on switching service providers and data portability.

Some have argued that the Non-Personal Data Regulation sets the basis for promoting the free flow of non-personal data as a ‘fifth fundamental freedom of the EU’, alongside the free movement of people, goods, services and capital. The Open Data Directive, on the other hand, focuses on the economic aspects of reusing public sector information specifically. It encourages Member States to make as much information available for reuse as possible and addresses data held by public sector bodies at national, regional and local levels. This includes data held by ministries, state agencies, municipalities and organisations funded mostly by or under the control of public authorities.

---

188 Here we focus on these six existing legislations because they are most relevant to the pending legislative files. However, it is worth noting that EU regulations for cybersecurity and electronic identification and trust services could also be considered relevant to more expansive treatments of data governance, as could the machinery directive and other instruments which will define liability, as these all come together to shape mechanisms of accountability in relation to data and AI.


191 In terms of governance specifically: The means of redress should include the possibility of review by an impartial review body. That body could be an already existing national authority, such as the national competition authority, the supervisory authority established in accordance with Regulation (EU) 2016/679, the national access to documents authority or a national judicial authority. That body should be organised in accordance with the constitutional and legal
The e-Commerce Directive, a two-decades old regulation aimed at establishing an internal market for ‘information society services’ and limiting liability for service providers in certain circumstances, is of tangential interest to the current data governance discussion largely because the Digital Services Act seeks to strengthen its key regulatory principles by adding obligations to address notifications of content deemed to be illegal.

Among the existing data regulations outlined above, the enforcement of the GDPR has been a regular target of criticism. In addition to concerns about insufficient resourcing among enforcement authorities and claims that the ‘one-stop-shop’ enforcement system works against protecting individuals, data protection enforcement in the EU is also argued to suffer from a lack of transparency and cooperation between authorities, diverging legal interpretations, cultural conflicts, inconsistencies in prioritising which cases to pursue and, in some cases, a perceived reluctance among the authorities of certain Member States to enforce the law.\(^{192}\) Importantly in the context of future AI and data governance in the EU, GDPR enforcement is also argued to lack a collective dimension which is an increasingly essential component to the ‘architecture of enforcement’.\(^{193}\)

This is the context in which the EU’s policymaking about AI is situated. It combines underlying conceptual layers with regard to fundamental rights and economic cooperation, with strategy designed to inform the legislative files discussed in the following section. Taking a justice perspective, our analysis explores the extent to which these interests productively interact, where governance becomes skewed toward economic priorities at the expense of people, and how the plural interests of the EU’s diverse populations can be recognised and represented through the process of governing technologies.

Before moving to introduce the legislative files, it is worth mentioning again that in 2022 the European Commission introduced a declaration on digital rights. Arguing that such digital rights are needed to ensure that people are placed at the centre of a digital transformation, and that their freedoms, security, safety and participation remain assured. The declaration emphasises the ways in which people need access to – but also protection from – digital technologies. It includes a wide variety of protections including the ability to access high speed internet and technologically-equipped education resources, while also having access to a safe digital environment for children, and information about the impacts of technology on the environment and health.\(^{194}\)

It is also worth considering the main contexts in which the EU makes policy about data, beyond the high-profile area of shaping digital markets. The places where policy about data becomes visible through legislative debates are areas where data has serious implications for human rights and the European economy, and often where states play a stronger role than the European Commission in determining the direction of policy. When thinking about data governance, we should also consider systems of Member States. Recourse to that body should not pre-empt any means of redress otherwise available to applicants for re-use. It should however be distinct from the Member State mechanism laying down the criteria for charging above marginal costs. The means of redress should include the possibility of review of negative decisions but also of decisions which, although permitting re-use, could still affect applicants on other grounds, in particular by the charging rules applied. The review process should be swift, in accordance with the needs of a rapidly changing market.’ European Parliament and European Council, ‘Directive (EU) 2019/1024 of the European Parliament and of the Council of 20 June 2019 on Open Data and the Re-Use of Public Sector Information,’ PE/28/2019/REV/1 § (2019), [https://eur-lex.europa.eu/eli/dir/2019/1024/oj](https://eur-lex.europa.eu/eli/dir/2019/1024/oj).


these areas of facilitatory data policy as points where values are articulated both in relation to data, and through the uses of data allowed and disallowed. These include security and intelligence; cybersecurity; migration and border control; market competition (beyond the digital); and SMEs and innovation policy.

These areas are core foreign and economic policy domains for both the European Commission and Member States, and perhaps due to their diplomatic importance are also where EU values are cited least often. Thus the notion of data governance working ‘for citizens’ in these areas is not necessarily the central consideration, and benefits to the EU’s population may be conceptualised indirectly. All this suggests that attention to EU values is important to (re)articulate when thinking about data governance, because it is frequently taking place in relation to core policy areas where power and economic priorities are the central considerations.

5.2. Relevant legislative files and topical debates

5.2.1. AI Act

The European Commission’s proposed Artificial intelligence Act 2021 is part of the EU’s strategy to introduce a harmonised risk-based approach to determine which AI systems should be regulated and how. The proposed Act takes an ex-ante approach to regulating AI, where actors and their decisions at the development and initial deployment stage are the main focus, and a risk calculation is required at this point, by these actors. The proposal recognises three categories of risks (i) unacceptable risks, (ii) high risks, (iii) limited risks and (iv) minimal risks. The Act applies to AI systems that create high risks to the health, safety and fundamental rights of individuals. Article 10 of the AI Act provides for the governance of training, validation and testing data sets, using the appropriate data governance and management practises to ensure that the data in high-risk AI systems satisfy the quality criteria laid down in paragraphs 2 to 5 of the Article.

The main debates emerging around the AI Act are set out below with an accompanying outline of the issues involved, relating them to the principles set out in section 4 above:

5.2.1.1. Capturing the diverse lifecycle of AI systems

This first problem turns on the argument that AI is not a product that is developed for a single purpose and has a single use with a single user. Instead it is more usefully seen as a set of interacting systems with different lifecycles, which may be used by different actors for different purposes. For example, a developer may create a facial recognition system, but different institutions and companies may then license it for purposes as diverse as identifying war victims, policing cities, or proctoring examinations in high schools. This presents a problem both for conceptualising risk (see below) and for enforcing standards and finding the right triggers for oversight and regulation. It also runs the risk of stimulating regulatory entrepreneurship (an
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increasingly common tactic amongst platforms, where those deploying technology in new ways wait for public protest and regulatory response rather than assessing potential harms beforehand, hoping that they can then push for regulatory space based on its already being on the market). This problem relates to our benchmark for good governance around contestability: if AI can only be contested at the point where it is developed or purchased, this creates a problem with society and regulation's ability to respond to unforeseen and emergent negative effects of the technology.

5.2.1.2. Defining fake AI

The Act does not distinguish between systems that are scientifically evidence-based and systems that constitute pseudoscience. For instance, the Act contains definitions for systems 'used to detect emotions', while this is considered by experts in the social and computing sciences to be impossible to do reliably, and at its origin is based on long-disproven (un)scientific theories. This kind of system has been defined as 'fake AI' and 'snake oil' by experts in the EU and US. By offering a way to calculate the risk of such systems, the Act (if passed) would support their validity and effectively normalise their use.

This approach creates an accountability paradox: any contestation addresses the operation of such systems, effectively lending them a level of pseudo-credibility. It is not the accuracy or transparency of such systems that is in doubt, but the foundational principles on which they are based, which are not in line with scientific evidence.

5.2.1.3. Defining the role of the public in shaping and contesting AI systems

The AI Act in its draft form addresses AI within the paradigm of product liability and does not include mechanisms for complaint or enforcement if a system causes harm to individuals, nor does it conceptualise how harm may come to light, other than through the deployer's reporting responsibilities. Neither individuals nor interest groups (such as consumer associations or rights groups) are given the right to raise complaints or to bring cases for harms caused by AI systems. Furthermore, there is no provision for individuals or groups to challenge regulators' decisions on AI systems. All of these mean that there are few pathways for harms to come to light and for systems to be changed based on the problems identified post-deployment.

Again, this is clearly a problem with the missing conceptualisation in the draft Act of public contestation in relation to AI. For certain groups subject to AI systems, there is also no way in which they can legitimately make a claim - migrants and refugees are one such category, because if a system used in assessing their claims is wrongly applied or should not be applied at all, they are deported and thus lose the ability to make claims.

5.2.1.4. Capturing risk with regard to AI

The draft Act is not able to give a clear definition of risk given that this is dependent on the use of a system or model, and that such use may change across its lifecycle. Sectoral authorities have called the draft Act's way of defining high versus medium or low risk AI 'arbitrary'. Connected to this, defining risk requires defining the population that is placed at risk by a given system, and the draft
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Act noticeably does not offer a clear definition of vulnerability. Instead, it draws on a mixture of high-risk situations, innate characteristics or attributes, and created vulnerabilities which come with a particular use of a general-purpose form of AI. For instance, it cites a range of innate vulnerabilities such as age or physical or mental disability; but it also conceptualises vulnerability as created through the intent of a designer or deployer of an AI system, for instance through the use of subliminal techniques, or as created through dependence on authorities in a given situation, for example when claiming asylum.

This does not align with other ways of defining vulnerability in relation to technology, for instance in the GDPR which defines ‘sensitive’ data categories and groups who are inherently vulnerable, such as children. This risks asking regulators to think in very different ways about problems which often overlap, i.e. those of automation and those of data protection. It does become problematic, however, in relation to the ‘defining fake AI’ problem outlined above. For instance, the Act defines migrants and refugees as needing particular protection given a combination of vulnerability and dependence on authorities for recognition of their fundamental rights, but in particular relation to ‘polygraphs and similar tools or to detect the emotional state of a natural person’ (recital 39).

Such technologies pose very different problems if we consider them as fake, compared to if we consider them as producing potentially accurate results that should then be used with caution because the subjects are in a high-risk situation. It also does not conceptualise cumulative harms, neglecting a long-recognised way in which many problems with technology emerge.

This problem relates to inclusiveness in the vision of regulating AI, where it is necessary to think about the ways in which such technologies will impact on different groups differently, and contestation and accountability, where those who are not recognised - collectives, for example, or categories not recognised in traditional discrimination legislation, cannot effectively make claims.

5.2.1.5. Meaningfully protecting fundamental rights

Two main criticisms have arisen in relation to the draft Act’s stated aim of protecting fundamental rights. First, that it does not incorporate any notion of those actually affected by the technology (either end-users, or those on whom the technology is used), and therefore does not align with the way fundamental rights are either conceptualised or used to make claims. Second, that it does not include provisions for any ex-ante rights impact assessment, so that it does not have a requirement for developers or deployers of AI systems to consider fundamental rights as a real constraint. Furthermore, assessing fundamental rights impacts requires conceptualising the mechanisms through which those impacts may materialise, so that the task of both regulators and AI deployers becomes to understand which rights are affected, and how.

This problem relates to our benchmarks of contestability, accountability, and also global responsibility: not making it possible to ground claims in the framework of fundamental rights is problematic because it treats people as consumers addressing a product, rather than the public faced with systems which impact on almost every area of fundamental rights. It is also a threat to the EU’s claim that it will regulate AI in line with fundamental rights, and to the bloc’s responsibilities on human rights as an international actor.

5.2.1.6. Protection beyond a fundamental rights framing

Beyond adequately addressing fundamental rights, the draft AI Act also fails to conceptualise how to address threats to the common interest and on the collective level caused by AI. Examples of
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these might include the environmental damage caused by large computing infrastructures,\textsuperscript{204} impacts on groups and collectives caused by algorithmic groupings\textsuperscript{205} which are not covered by the individual focus of the fundamental rights approach, and emergent impacts that go beyond the protected characteristics defined in discrimination law (for example, if a system is used to cause discriminatory effects based on proxies created through data mining, for example a particular consumer profile that is common to people with low incomes or a particular ethnic heritage).\textsuperscript{206}

This problem relates to our criteria for good governance on the dimensions of contestability, accountability, and global responsibility. Claims in relation to AI harms do not fit easily with established structures of accountability. They will frequently be transnational in nature, they may relate to opaque processes of automated decision-making, and the subject of claims may involve intersectional and complex forms of discrimination, the creation of new groupings, or to a whole set of civil and political rights (including environmental rights) that have not yet been brought into focus at scale in relation to AI.\textsuperscript{207} All this requires a shift in the approach to oversight: emergent harms may escape recognition unless oversight includes both sectoral and local knowledge and expertise, and unless there are mechanisms and resources for making and channelling claims at the local as well as national level.

\textbf{5.2.2. Data Governance Act}

The Data Governance Act provides the basis for the reuse of certain types of data held by public sector bodies such as commercially confidential data, data subject to statistical confidentiality, data subject to intellectual property rights and trade secrets and personal data in public databases.\textsuperscript{208} It however does not oblige public sector bodies to allow for the reuse of data.

The purpose behind this legislation is to create a competitive landscape to allow for data sharing, while at the same time ensuring trust between different players in the data economy.

Given the nature of the data involved, the draft legislation proposes to ensure that reuse can only take place once it considers the implications for the principle of non-discrimination, data protection and fundamental rights of users.

The draft legislation also lays down the framework for data intermediation services which entails, ‘a service, which aims to establish commercial relationships for the purpose of data sharing between an undetermined number of data subjects and data holders, on the one hand, and data users on the other hand, through technical, legal or other means, including for the exercise of data subjects’ rights in relation to personal data.’\textsuperscript{209}

The draft legislation provides for a concept of data altruism, which is the voluntary sharing of data for a public purpose, and offers a framework for the voluntary registration of entities that will provide such services. It also ensures that there are restrictions in place for the transfer of non-
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personal data to third countries, such that there are equivalent protections for intellectual property as well as trade secrets, and that there is effective judicial redress.

There is also a provision for a right to seek effective judicial remedy – any individual and/or legal entity is given the right to lodge a complaint with the competent authority against the intermediation service providers or an entity registered in the register for data altruism organisations. Even if an individual or legal entity is not convinced or aggrieved with the decision/order of the competent authority, they can take the legal recourse and exercise their right to effective judicial remedy to review the decision by an impartial expert body.

Finally, the draft legislation sets up a data innovation board for the purposes of implementing, advising and training public sector bodies. The board will also be responsible for creating best practices across different sectors and ensuring standardisation, for instance, on matters of security and access procedures. In our discussion so far on thinking about data governance from a social justice standpoint, there are few considerations that have emerged that require further discussion.

5.2.2.1. Implementing data altruism

Data altruism is the idea that people will on their own accord provide information that can benefit the public good. This idea speaks to how people can share their reactions to different institutions and systems whether in relation to health or finance which can contribute to understanding of how these systems may impact different people differently. However, as Veil has argued the legislation imposes strict requirements on donors and altruistic organisations under the GDPR. These onerous requirements, rather than facilitating registration and participation, create several legal, technical and procedural hurdles which may stifle innovative activity.210

5.2.2.2. Risks of for-profit data intermediaries

Regarding data intermediation services, one of the critiques of its construction is that rather than challenging the concentration of market power among a few actors, it is providing an alternative way in which business can be done through creating a platformised entity. Vogelezang argues211 that the intermediation framework requires having a central intermediary who will connect data subjects and holders on one hand and data re-users on the other, and that this may result in a centralisation of power. In this regard, several commentators argue for how the Data Governance Act should not be a missed opportunity to develop the idea of a commons, where intermediaries should work in non-commercial ways and in the public interest.212

5.2.3. Data Act

The draft Data Act aims to promote a fairer digital economy by expanding on the data subject right to access the data that people produce (i.e. data portability). The idea behind the proposal is to regulate data access and use by creating a governance framework to generate incentives for data sharing and pooling. The objectives of the Data Act are:

- facilitating the access and use of data by consumers and businesses while preserving the incentives to generate value through data;
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creating a framework to allow public sector bodies to access the data held by companies in exceptional contexts;
- promoting access to data processing services for all actors in the market;
- creating safeguards against unlawful data transfer without notification by cloud service providers for the broader digital sovereignty strategy of the European Union; and
- providing the legal basis for developing interoperability standards for data use and sharing.\textsuperscript{213}

The draft Data Act proposes the consolidation of access rights for users of products and related services to the data generated by these devices and services that are owned or leased (Article 4). This proposition translates into a requirement for manufacturers of those products and services to design them in such a way that the data is easily accessible and with transparency over the use and access of the data produced. This proposal includes an exemption from this obligation for trade secrets that says that the user cannot use the data obtained to develop a product that competes with the product that originated that data.

The proposal expands the right to share data with third parties excluding the gatekeepers designated by the Digital Markets Act. In this case, the data holders can request compensation for the data that is reasonable and non-discriminatory. The regulation also directly prohibits using data for profiling natural persons and making data available to another third party unless it is strictly necessary for providing the service. Likewise, the proposal excludes micro and small enterprises (less than 50 employees) from the obligations.

Another proposition of the draft Data Act is the framework for business-to-government data sharing. The Act limits this proposal by leaving it as a request designed for emergency situations,\textsuperscript{214} rather than constructing a systematic approach to use data for the public benefit. Likewise, the public entity should demonstrate the need for the data to respond to a public emergency and that there are no other means to access that data.

The Data Act also promotes the creation of interoperability provisions in the European data governance framework. The measures point to establishing a competitive cloud market to promote European digital sovereignty, avoiding vendor lock-in scenarios and dependency on foreign services. These interoperability regulations will apply to personal and non-personal data. Likewise, the regulation introduces the concept of common data spaces, but the concept is not properly clarified in the draft Data Act.

The Act is an important step towards designing services that could help to reduce the power imbalances that are produced by dominant data controllers. However, according to the literature, the reach of the proposal could be limited considering the following issues:

- The exception for trade secrets is potentially an open door for abuse especially considering the unequal power relationships in the current digital economy between consumers and big commercial companies.\textsuperscript{215} Furthermore, the exclusion of micro and small enterprises from the regulation also limits the possibility of creating a more balanced data economy.\textsuperscript{216}
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- The limitation on using data shared under this regulation to ‘develop competing products’ restricts the possibility to develop new services. It could be used by big economic players to stifle competition in the digital market.217

- The proposal for creating a framework for sharing data between business and public entities is limited by the idea of needing special situations and demonstrating that there are no other available means to access data. The idea should be to create a systemic approach that allows public bodies to identify and access datasets for the public interest. The proposal for an exceptional situation could be replaced by requirements for using data for the public interest.218

- There is a need in the regulation for the establishment of a public body that oversees and supports the flow of data between business and public entities.219

---


6. Policy options and alternatives: a data justice analysis

In this section we will analyse policy options first in relation to the European Strategy for Data, and then in relation to the principal legislative files currently under development.

We include, where relevant, lessons from other regions and systems by looking at some models that could inspire possible futures for European data governance, including both large-scale and smaller instruments which provide the opportunity to influence the larger scale (e.g. public trusts). We also address the issue of sustainability - both in the sense of the environmental sustainability of computing systems involved in our current and future data economy, and in the sense of the social sustainability created by good governance architectures and effective oversight.

6.1. European Strategy for Data

The strategy articulates four central principles: 1) a cross-sectoral governance framework for data access and use; 2) investments in data, capabilities, infrastructures, and interoperability; 3) building competences and skills; and 4) establishing common European data spaces. It also outlines a proactive international approach to making data available for European businesses.

Overall, the legislative files scrutinised in this report show that there is work to be done to build out the normative components of the strategy. Currently, it relies on the assumption that if data flows more freely, social good will follow. The strategy does not articulate a vision of what is ‘better decision-making’ beyond describing greater efficiency in public services and business processes, and the opportunity to personalise services, particularly in healthcare. All these add up to an argument that data can increase efficiency in processes and control on the part of organisations and authorities - but are not accompanied by a corresponding articulation of the mechanisms that could make this increase in efficiency and control beneficial for society.

One way to increase the likelihood of socially beneficial effects from the data economy is to complement the proposed cross-sectoral governance framework with sectoral mechanisms for identifying emergent problems and opportunities on the civil society level. Sectoral approaches are important for recognising needs and realising mechanisms of redress: unless domain organisations such as unions, collectives and civil society organisations are positioned as both sources of good use cases and contributors to oversight, the framework will fail to create beneficial forms of efficiency and decision-making power.

A second complement to the strategy is to dedicate increased deliberation and resources to creating public digital infrastructures for communities and civil society groups as well as under-served public sector organisations such as schools and hospitals, so that they have infrastructural options beyond those of the biggest commercial technology providers. This would maximise the chance that data’s social value can flow outward toward communities and interest groups as well as being available to those with the greatest resources and data management capacity, i.e. market actors. Unless such public infrastructures are structurally resourced and fostered, data will continue to serve mainly as a form of financial capital, and the vision of interoperability will not fulfil its potential. This counterweight to the market and infrastructural power of big tech is essential to fostering social value in relation to data, but it is only beneficial in a plural approach where the recognition and work of small social actors is facilitated on the same basis as that of SMEs. The logic that competition amongst cloud services, increased availability of data to AI development, and decentralised ways of managing data will per se lead to the creation of social value and public goods is convenient rather than true.
6.2. AI Act

6.2.1. AI as a public technology

The notion of AI as a product, upon which the draft AI Act is based, positions the public as consumers of products rather than (as in the GDPR, for example) affected by systems in ways which require control and oversight. In order to adequately conceptualise AI as a public, as well as a private, set of technologies, it is necessary to provide checks and balances at the design and procurement stage in order to assess whether a given system is in line with the public interest and how the public can influence this discussion. One example of this kind of influence is the stand taken by Dutch university leadership on public digital infrastructures; another is India's 'Janta Parliament' discussions where a coalition of civil society organisations has come together to organise civil society deliberation on issues such as enforcing civil liberties and shaping digital rights. These claims on the part of public institutions and publics affected by particular technologies have the common feature that they link concerns about public institutions and services directly to civil and political rights, and that they bring cases of emergent effects and harms from technology that are not yet articulated in law or within the portfolio of regulators.

Second, mechanisms are needed to provide ways for individuals affected by AI meaningful routes for contesting its deployment where necessary. This is particularly important given that most people affected negatively by AI are not aware that it is AI causing the harm in question, because it is used within an intermediary such as a commercial firm (e.g. a bank) or the police. The lack of direct and visible points of connection between algorithmic technologies and the public necessitate new architectures of accountability beyond those provided by data protection or consumer protection law.

Third, mechanisms are needed to make it possible to identify and tackle problems that emerge from the deployment of an AI model or system during its entire lifecycle, including when it is reconceptualised or repurposed along the way. In order for AI systems to evolve through different use cases without harmful effects, the Act could include mechanisms for both individual and collective complaints to be brought directly against deployers of AI, and could operate in relation to public and administrative law wherever appropriate, rather than within the framing of product liability and consumer rights.

6.2.2. Accountability

One key issue for accountability in relation to AI is assessing impacts in an ex-ante and systematic way. This is a problem of structuring legal frameworks to provide mechanisms for contestation, as noted above; expanding the landscape of rights considered relevant to AI in order to take account of emergent and use-related harms that are sector-specific; and providing oversight and enforcement appropriate to the scale of the challenge.

---

220 See Maex, note 161, section 4.
One way to institute meaningful ex-ante checks is through Human Rights Impact Assessments. These have also been proposed as a tool for the oversight of algorithms in the US\textsuperscript{222} and in Canada,\textsuperscript{223} where, for example, scholars have proposed HRIA’s for algorithms related to labour markets that look at the multiple related rights of: work, equality and nondiscrimination, privacy, free expression and free association. Prohibitions based on human rights could also be explored in the area of physiognomic AI, where in the US scholars make a powerful argument for a legal prohibition\textsuperscript{224} based on both moral and functional considerations.

AI regulation could include the notion of emergent harms by including post-deployment monitoring and (re)assessment in order to take account of the divergent paths AI systems and models often take after their initial conception, and how they pose different problems to rights, regulation and oversight depending on the use. The notion of collective risk and harm could also be incorporated into EU law in a way that allows for claims to be made about rights violations that occur through algorithmic groupings. This in turn may require the establishment of auxiliary oversight on the sectoral or local (provincial, municipal) level to triage claims, identify emergent harms, and channel claims appropriately to regulatory bodies, both sectoral or digital.

These proposed mechanisms go beyond classic formulations of rights in relation to digital systems. Data and AI governance could instead assume a) that AI systems’ human rights impacts will be emergent as much as they are predictable, because they will depend substantially on the decisions made during deployment, and b) that the EU establish this as a question of global responsibility. If the EU’s legislative package does not conceptualise civil society as a resource for governing and shaping AI, this may establish an undesirably low standard for AI regulation in other countries. The adoption of such a standard will in turn have effects on the EU’s ability to protect Europeans from AI systems developed and deployed outside the EU.

In terms of the global responsibility, the EU could take the lead in defining emotion-recognition AI as pseudoscience and prohibiting it in all areas, rather than normalising it through a calculation of risk. This would require red lines, rather than a judgement of risk. This is particularly important in relation to AI that is used on the public, and even more so in cases where there is no meaningful possibility of complaint or redress, for instance with AI used in relation to investigating the claims of migrants and refugees, for policing marginalised communities or in fraud detection. This poses a particular problem for the product safety paradigm adopted by the framers of the draft AI Act, because it avoids the issue of whether a system does what it is claimed to do in the first place, instead asking whether it is safe when deployed.

### 6.2.3. Defining vulnerability

The Act could aim for a clear set of categories with regard to vulnerability in order to avoid limiting the definition by reference to a too-narrow set of possibilities. One category relates to those who are predictably vulnerable to the effects of AI systems, for example children, the elderly and those who have historically suffered discrimination based on attributes such as gender, ethnicity or disability. A second category relates to foreseeable but not attribute-based vulnerability created by the conceptualisation or deployment of a particular system, for example the public at large with

\textsuperscript{222} Emanuel Moss et al., ‘Assembling Accountability: Algorithmic Impact Assessment for the Public Interest’ (Data & Society, June 29, 2021), \url{https://datasociety.net/library/assembling-accountability-algorithmic-impact-assessment-for-the-public-interest/}.


regard to facial recognition technologies used in law enforcement, or low-income groups or minorities with regard to policing and anti-fraud technologies. A third category relates to emergent vulnerabilities in relation to algorithmic sorting and categorisation, where people with any attributes or background may be disadvantaged by a grouping based on data mining, for example through data-driven credit rating.

### 6.2.4. Contestability

Contestability and accountability cannot easily be answered by existing mechanisms and oversight. In terms of contestability, the public can only make claims based on fundamental rights if they are clearly laid out as benchmarks for acceptable AI systems, and if an explicit mechanism is provided in the Act for making claims based on them. For accountability more broadly, the Act could avoid allocating the bulk of oversight responsibilities to Data Protection Authorities. This is manifestly insufficient for AI oversight because these authorities are already overstretched, and as importantly, because AI presents different problems from data protection in terms of scale and the types of rights that come into play which go far beyond privacy, data protection and discrimination.

There is also a need to conceptualise accountability with regard to those who cannot make claims, such as migrants and refugees who may be refused safety due to the misuse of AI. This problem is broader than the AI Act, and with a longer history, but deserves special attention when thinking about fundamental rights and AI because it is emblematic of the opacity of AI to the public in general. If this problem can be addressed for harder cases such as harms to migrants and refugees, it will go a long way to conceptualising how to address it in general. This requires standard-setting in terms of establishing internationally agreed procedures for fundamental rights impact assessment in relation to AI systems – something the EU is positioned to do.

In terms of global responsibility, as one of the first international actors to establish AI regulation, the EU has an interest in establishing the connection between that regulation and fundamental rights. Standard-setting also plays a role here: if AI technologies built outside the EU can be sold to EU deployers without explicit assessment of their impact on fundamental rights, and if, conversely, EU technologies can be sold for deployment elsewhere in the world without any guidance from the EU on potential rights violations that might result, the EU is not only missing a chance in terms of AI diplomacy, but is failing to behave as a responsible actor on the global stage.

### 6.2.5. Beyond the fundamental rights framing

In order to provide genuine contestability for AI systems in practice, it is necessary for the Act to address the ways in which fundamental rights are currently under-interpreted and under-realised. Without attention to collective harms, to civil and political harms, and to larger and longer-term harms such as the environmental burden of large-scale computational infrastructures and processes, it is hard to claim that rights are at the centre of EU policy on technology. This relates, as noted above, to the question of global responsibility. If the EU is to lead on the responsible use of AI, a necessary first step is to conceptualise the different dimensions along which responsible use could be defined.

### 6.3. Data Governance Act

#### 6.3.1. Data altruism and digital public goods

In order for data altruism to work, there need to be ways to make the capacity for individuals and groups to participate less taxing and complex. Through introducing the idea of altruism, the legislation suggests ways in which people can contribute towards creating data for the public good. However, coupled with this is strengthening the notion of digital public goods. This includes introducing a comprehensive definition of digital public goods for the EU. It also includes increasing
institutional capacity to generate digital infrastructure that is not subject to private and proprietary concerns.\textsuperscript{225} It involves ensuring that standards for digital infrastructure are grounded in the principle of doing no harm\textsuperscript{226} and that there is a human rights impact assessment for digital infrastructure to ensure that it contributes to equitable development and access.\textsuperscript{227}

6.3.2. Meaningful data collectivisation

As discussed above, the current articulation of the notion of data intermediaries may result in the unintended monetisation of data and the centralisation of power. For true inclusiveness, it is imperative to build more participatory decision making into data governance frameworks and enable consultation to understand people and their interests.\textsuperscript{228} This includes adopting a decentralised approach, which gives people collective autonomy around their interests and identity as well as strengthening the capacity of communities and groups to be able to build platforms/infrastructures which centre their interests and promote a fair digital market. In order to ensure that the re-use of data contributes towards the public good, it is also important to ascertain the implications of data relationality for people who are members of groups and communities and create mechanisms for the redress of collective harms.\textsuperscript{229}

6.3.3. Democratising data and civil society agency

Democratising data may require challenging the definition of data as a commodity by promoting the notion of data as a commons. This would mean to develop the notion of data cooperatives such that there is an equitable distribution of gains in the data economy as well as decentralised governance instruments that ensure effective realisation of rights claims and resolutions of disputes within platforms. While the Data Governance Act develops the notion of European Data spaces, ‘meaning an internal market for data in which data could be used irrespective of its physical storage location in the Union in compliance with applicable law, which, inter alia, could be pivotal for the rapid development of artificial intelligence technologies’,\textsuperscript{230} civil society agency may need to be built in order to ensure that these spaces are representative. In addition to an adherence to FAIR principles, mechanisms could be introduced for civil society to make claims and articulate concerns.

Civil society is insufficiently connected to both debates about data governance and processes and

\textsuperscript{225} The Secretary General’s report on digital public goods connects the existence of digital public goods to the implementation of the sustainable development goals, arguing that creating such an infrastructure is critical to ensure that there is more equitable development and access, particularly as existing technical infrastructures are controlled under private and proprietary regimes. In addition to developing a working definition, the United Nations also recommends that there should be coordination in terms of developing a platform to share digital public goods and pool resources, and an understanding of the human rights implications that having such goods can have. United Nations Office of the Secretary-General’s Envoy on Technology, ‘Digital Cooperation: ‘Digital Public Goods’ Implementation Plan (SEP. 2020 – DEC. 2022, TOWARDS 2030),’ April 15, 2021, https://www.un.org/techenvoy/sites/www.un.org.techenvoy/files/general/210415_Digital_Public_Goods_roundtable_workplan.pdf.


\textsuperscript{227} The United Nations Secretary General in a report from May 2020, articulated a roadmap for digital cooperation that aimed to optimise how digital technologies are used while reducing risk. The principles that are critical in this roadmap include the need to build human and institutional capacity, which protects human rights, and agency, fosters trust, security and stability, and enhances digital cooperation, such that there is an inclusive digital economy. Ibid.

\textsuperscript{228} See generally: https://nonalignedtech.net/index.php?title=Main_Page

\textsuperscript{229} Linnet Taylor, Luciano Floridi, and Bart van der Sloot, Group Privacy. Salome Viljoen, ‘A Relational Theory of Data Governance’.

\textsuperscript{230} Recital 2, Data Governance Act. (COM(2020)0767 – C9-0377/2020 – 2020/0340(COD))
6.3.4. Governing for a sustainable data economy

While the DGA creates frameworks for data re-use when it is in the public interest, it is telling that there is little emphasis placed on aspects of embedding sustainable practices within the creation of new bodies of data intermediation and altruism. Focusing on sustainability will involve setting standards and limits for the environmental impacts of computing systems, and putting in place policy instruments and institutional architectures that enable different interests to be prioritised within these limits.

- Placing a premium on efficient computing would affect numerous large-scale systems which are currently main features of the digital landscape. For instance data centres' true net energy costs would have to be taken into consideration, rather than judging their sustainability by the amount of green energy they can access at the expense of other actors.231
- A sustainability-based data governance system would require the government to arbitrate between the interests of the public and private sector on a continual basis, and the resulting international competition for energy resources would be likely to send the world's biggest platforms and service providers in search of more compliant authorities in lower-income countries and regions.232

6.4. Data Act

6.4.1. Resisting the commodification of data

The Data Act reproduces a long-standing tradition of defining data as a commodity for private exploitation. The regulation could instead aim to resist corporate-led ecosystems based on the extraction and commodification of data.233 This proposal could create the conditions for resisting the privatisation of data's value, rather than just enhancing access and sharing data for private profit.

The Data Act is the opportunity to define the conditions for a data governance model based on the idea of data as a common resource that lives outside the private value creation framework to advance toward a public interest discourse around data.

---

231 Similarly, types of systems such as the large language models on which online translation and search services increasingly rely would be considered unsustainable in terms of their energy costs, as would the growing blockchain-based sector of the tech economy. This would have implications for the current business model of big tech, which is based on infrastructural expansion and continual growth through the addition of new services and features based on the availability of ever-greater computing power. It would also have implications for the functionality of services and products across both the public and private sectors, which currently rely on these invisible but extensive infrastructures for much of their functionality. See, for e.g., Emily M. Bender et al. ‘On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?.’ *Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency.* 2021. https://dl.acm.org/doi/abs/10.1145/3442188.3445922


6.4.2. Enabling public interest use of data

Even though the Data Act aims to create a framework for business-to-government data sharing, the instrument is far from constructing the conditions for a systemic approach for using privately-held data for the public interest. As we have seen, the consolidation of alternative data governance models depends on developing a framework that promotes an institution that oversees data for the public interest. In other words, this translates to challenging the idea of data as private property and promoting the use of data for the public interest. The systemic approach would consider the public agencies, educational institutions, media, and altruistic organisations as actors that use data for public benefit, thus challenging the limited idea of a government as the only actor that could use data for the public interest. The systemic approach means that rather than using an exceptional language for sharing data between businesses and governments, we need to create clear conditionalities and limitations for protecting vulnerable communities against the risk of data analytics.

6.4.3. Recognition of collective needs and rights around data

The map of actors that participate in accessing and sharing data in the Data Act is limited to businesses, consumers and public institutions. This discourse reproduces the tradition of the individual perspective from the GDPR. Public policy after the GDPR could overcome this vision and create ways to claim collective rights over data. Likewise, as we have shown, the collective identities around data governance could help to implement governance outside of the capitalist data extraction model. This kind of policy would not just aim to fix the market but to create the conditions for other ecosystems of data governance. The Data Act could be a space that makes possible the creation of new political frameworks and actions with collective data. The examples of data collaboratives and indigenous data sovereignty reveal the potentialities of imagining a multiplicity of actors that define data outside of its fictional commodity nature and move towards recognition, collective interest and rebalancing power relations in the data economy.

6.4.4. Interoperability for challenging the dominant data governance model

The interoperability framework could not respond only to the idea of private value creation but as a way to empower communities in vulnerable conditions. The proposals for interoperability in the Data Act promote competitiveness, markets and the freedom to choose for consumers. This definition of interoperability could lead to more sharing and accessing of data but based on the idea of private gain that leads to centralisation, exploitation of data and less autonomy for vulnerable communities. Interoperability, without challenging the commodification of data, could translate into the centralisation of data in companies, even European ones. The interoperability standards do not emerge in empty spaces, but rather in complex power relationships that, if not properly challenged, could translate into the consolidation of the dominant data governance model based on the commodification of data. Interoperability in the EU context thus needs to create conditions for promoting the public interest and the autonomy of communities through the construction of conditionalities for some datasets to flow to the private profit environment and to assure access for public interest institutions like public bodies, media, research institutions and altruistic organisations. The interoperability framework needs to produce the conditions for creating a semi-common perspective, cooperative data government and public data trust throughout the Union to rebalance the power relationships that shape the current digital economy.

---

234 Alek Tarkowski et al., ‘Generative interoperability: building online public and civic space.’ (Open Future, March 2022).
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7. Discussion and conclusions

We find that AI is not a democratic class of technologies, either in terms of development or of use. This is because developing and deploying AI systems at scale is, and will remain for the foreseeable future, a privilege that is mainly accessible to the most powerful actors in society, whether commercial or public-sector. Furthermore, unless we apply substantial resources to counter it, it will continue to rely on large-scale commercial computing infrastructures that are built to channel the power to analyse and intervene to those with the most resources and capacity. As such, the central question this report has addressed is how to foster a positive vision of AI, as contributing to public goods and creating public value, through governance approaches that distribute power over AI systems and the data ecosystems they rely on, and that strongly incentivise good behaviour on the part of those developing and deploying those systems.

Starting from a definition of governance as arbitration between different interests with regard to public and private goods, we have offered a justice-based analysis of the legislative context with regard to artificial intelligence and contributing data technologies and argue that along with considerations of its economic benefits, a strategy as to how European AI generates public value could be central to the EU's policy aims. This would reframe the challenge of governing AI from maximising business value while preserving fundamental rights, to creating multiple forms of value that can serve differing and plural societal interests. We define four areas which data and AI governance could serve in order to be qualified as good: preserving and strengthening public infrastructures and public goods; inclusiveness; contestability and accountability, and global responsibility.

We then conducted an analysis of the core set of legislative files relating to AI, and explored how they could be aligned with these justice-based benchmarks for good governance. Our analysis shows that the draft legislative framework pertaining to AI and data would be complemented by these benchmarks for good governance and public value, and that evaluating them in this way shows avenues for further development to align them more explicitly with the public interest. We then identify and examine policy options based on these benchmarks, and on lessons that can be drawn from governance models, instruments and debates in other regions.

Overall, we highlight the importance of collective will and decision-making on the part of societal groups, combined with the normative orientation toward public value, as an important consideration for governing AI and data. The EU's investments in public infrastructure (named in its data strategy, and implied in the Data Governance Act and the Data Act), could be made to reflect plural understandings of how data generates value, especially in terms of both large and smaller-scale computing and data infrastructures. Plural thinking and input on digital infrastructures could help to support and build public goods within the EU, and to render those public goods resilient to capture by big tech.

We also argue that the current thinking on AI governance leaves civil society overexposed to exploitation and rights violations, and that multiple paths to civil society power over AI's development and deployment exist that are not yet being explored. This, we argue, is due to the framing of AI systems or models as single products rather than as components of a field of research, a set of dynamically evolving systems that will be used in different ways to generate different kinds of value over time.

A key measure to counteract this uneven power balance could be digital constitutionalism: an overarching set of aims regarding rights and the equitable distribution of power. This approach to lawmaking and regulation, by emphasising the structural balancing of power between different societal, governmental and business actors, and paying attention to the ability to make claims
where power is misused, has the potential to provide a holistic and substantive guide toward realising good governance.

Approaches that are potentially relevant to this problem include data trusts and data commons, which are predicated on establishing controls for data flows that would in turn give sectoral and interest groups understanding of how data is being used for AI applications in a given area. If data which flows between sectors or organisations under the provisions of the Data Act or the Data Governance Act becomes part of legally designed collectives and answerable to those interests, we find that the likelihood of positive shaping on the part of the public, and understanding of when uses of data are out of line with the public interest, would be higher.

Similarly, developing public infrastructures for AI and the data it requires will pay off in terms of the development of public-interest technologies. This logic is visible in the infrastructural needs of collectives who are using technology to preserve language as a component of the right to self-determination. When such systems become useful to a broader public, rather than local experiments, they come to rely on technological infrastructures from big tech firms and the community loses control over the development of the system. Enabling smaller ecosystems to survive within these infrastructures requires making it possible to centre governance and power in the hands of the local developer or community rather than passing it to the owner of the computing infrastructures within which it lives.

We also see potential benefits in structuring governance to foster civil society agency in governing data, namely through using sectoral and local organisations (such as associations, interest groups, municipalities and provinces) to monitor and source issues, positive and negative, with AI systems post-deployment and to feed that information into the oversight system in a continual and responsive way. Such a distributed, domain-related oversight infrastructure could also serve as a tool for identifying incremental harms of the kind most likely to occur with AI and data analytic systems, where a critical mass of complaints builds over time from individuals who are affected enough to make a claim. The oversight and enforcement apparatus for making claims about data harms is overloaded and often dysfunctional. A more efficient system could make use of sectoral bodies and interest groups for both monitoring the effects of new and existing digital technologies on the groups they serve, and for channelling claims when things go wrong.

Such a distributed system would also address the issue of democratising the process of oversight and enforcement with regard to data and AI: as powerful technologies increasingly used on the public in ways that are opaque to individuals, as we identify gaps in oversight and enforcement structures with a public-facing component, that can demonstrate democratic accountability and therefore that are more representative of society. It is a challenge to expect legal professionals to recognise emergent harms in diverse societies without a direct connection to civil society, and it is also a challenge to civil society to identify and seek redress in a situation where they do not see themselves represented in oversight bodies.

Finally, our analysis makes the case for the EU to further conceptualise what kind of public good it considers that data should be. The legal framework clearly gestures toward creating public value from data, but the mechanisms are unclear and vary across legislative instruments. Options for central aims include providing equitable development and access, creating and resourcing environmentally sustainable infrastructures and practices, centring on the FAIR principles in data policy as a requirement for global responsibility, and recognising that government is not the only actor who can use data in the public interest. Distributing and devolving the power to access, use

and benefit from data is possible, as long as protection from harm is also addressed as a common good to be distributed equitably.
With a particular focus on artificial intelligence (AI), this study identifies and examines policy options for the EU's data governance framework that align with a data justice perspective. A data justice approach is one that centres on equity, recognition and representation of plural interests, and the creation and preservation of public goods as its principal goals. The analysis offers both an assessment of the EU data governance strategy overall and specific policy options for the AI act, the data governance act and the data act.

We propose four benchmarks for good data governance according to principles of justice: preserving and strengthening public infrastructures and public goods, inclusiveness, contestability and accountability, and global responsibility. Exploring examples of different governance models, we examine how these models and options intersect, and what lessons they offer for the EU case.