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Ten years ago, 
AI researchers 
started scraping the 
information commons 
and using this content 
for face recognition 
training. 

A governance vacuum 
was created for the 
unexpected uses 
of openly licensed 
content.

Lessons learned from 
this case can help 
to BETTER govern AI 
datasets today.
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The case creates an opportunity to ask fundamental questions about the chal-
lenges that open licensing faces today, related to privacy, exploitation of the com-
mons at massive scales of use, or dealing with unexpected and unintended uses 
of works that are openly licensed.

While events that form this case go back almost a decade, these issues are still 
relevant. Through the AI_Commons project, Open Future Foundation wants to 
contribute to a collective exploration of solutions to these challenges. There are 
findings and lessons learned from this case that can improve the governance of 
AI datasets – as the old ones continue to be used and new datasets are designed 
and deployed.

Today, there is a need to establish commons-based governance models for AI 
training datasets, and other elements of the AI technological stack. The case also 
creates an opportunity to review open-sharing frameworks (and open licensing in 
particular) and to make them more future-proof.

As part of the AI_Commons activity, we have  commissioned Adam Harvey to 
conduct a study on the use of Creative Commons licenses for AI training datasets, 
and Selkie Study to research the use of openly licensed photographs and ma-
chine learning. Furthermore, Aniek Kempeneers has conducted a study of design 
solutions for the case, as her MSc graduation project in the DCODE Labs at the 
Delft University of Technology. We have also published an in-depth white paper 
on understanding the implications of face recognition training with CC-licensed 
photographs

The authors want to thank experts who have contributed their ideas and feedback 
to this research project: Peter Cihon, Jennifer Ding, Carlos Muñoz Ferrandis, David 
Kanter, Jennifer Lee, Mike Linksvayer, Ben MacAskill, Roger MacDonald, Jacob Rog-
ers, Cari Spivack, Paul Stacey, Barry Threw, Luis Villa, Kat Walsh.

This report presents findings and recommendations from an investi-
gation into using openly licensed photographs for AI facial recogni-
tion training datasets. With the AI_Commons activity, we have been 
exploring how AI training datasets, and works included in those 
datasets, can be better governed and shared as a commons.

_Introduction

https://openfuture.eu/blog/adam-harvey-on-cc-licensing-of-ai-training-datasets/
https://openfuture.eu/wp-content/uploads/2022/10/221005_Use-of-openly-licensed-photographs-and-machine-learning-survey-results.pdf
https://openfuture.eu/wp-content/uploads/2022/10/221005_Use-of-openly-licensed-photographs-and-machine-learning-survey-results.pdf
https://openfuture.eu/blog/exploring-design-solutions-for-ai_commons/
https://openfuture.eu/blog/exploring-design-solutions-for-ai_commons/
https://dcode-network.eu/dcode-labs/
https://openfuture.pubpub.org/pub/ai-commons/release/3
https://openfuture.eu/research/ai-commons/
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_The gist of the  
AI_Commons case

In 2002, twenty years ago, the Creative Commons licenses were created. These 
legal tools provided standardized means for content sharing through limited, 
flexible copyrights.

In 2004 Flickr became one of the first social media platforms and the go-to place 
for publishing photos on the Web. It was one of the early adopters of Creative 
Commons.

By 2014, there were almost 400 million CC-licensed photos on Flickr. That year, 
researchers from Yahoo Labs, Lawrence Livermore National Laboratory, Snapchat 
and In-Q-Tel used a quarter of all these photos to create YFCC100M, a dataset of 
100 million photographs of people created for computer vision applications.

Until today, this dataset remains one of the most significant examples of openly 
licensed content reusing. Because of the massive scale and the productive nature 
of the dataset, it became one of the foundations for computer vision research and 
industry built on top of it.

The YFCC100M dataset has set a precedent, followed by many other datasets. 
Some are designed as samples of the original one, others copying its approach to 
content provenance. Many of them became standardized tools used for training 
facial recognition AI technologies.

In 2019, research by Adam Harvey put the spotlight on MegaFace, a dataset cre-
ated by a consortium of research institutions and commercial companies as a 
derivative of the YFCC100M dataset. MegaFace includes 3 million CC-licensed 
photographs and is the most relevant dataset for face recognition research, 
benchmarking and training. Harvey’s research presented the dataset as a priva-
cy-invading tool consisting of photos of individuals used without their consent. 

MegaFace became exemplary of the tension between the open sharing of photo-
graphs of people – with tools like the Creative Commons licenses – and potential 
harms, mainly related to privacy violations and extractive use of personal data. 

For the open movement – actors who contribute to resources based on non-ex-
clusive forms of intellectual property ownership and advocate for these forms 
– the MegaFace story illustrated new challenges that open sharing faces in a 
changed online environment. 

While the case seemed not to involve any use that violated the licensing condi-
tions, it did illustrate the limits of copyright licenses for the use of images that 
also included personality rights. It forced stewards of open licensing to consider 
issues beyond the remit of copyright law and the ethical aspects of open licens-
ing. 
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The media picked up the story of the use of openly licensed content in datasets 
that serve facial recognition training. Stories like the MegaFace case became a 
symbol of potential harm that can be a side effect of open sharing. 

In 2022, the major datasets built with CC-licensed content are still in use. Over 
the years, these datasets were used to train facial recognition models that were 
later used in hundreds of projects, including the development of military technol-
ogies or surveillance solutions. It is time to find ways to manage both the open 
resources and the AI solutions built on top of them in a way that is more sustain-
able and reduces harm. 

Through the AI_Commons project, Open Future Foundation wants to contribute to 
a collective exploration of solutions to these challenges. There are findings and 
lessons learned from this case that can improve the governance of AI datasets – 
as the old ones continue to be used, and new datasets are designed and deployed.
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Governance of 
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_Governance of the  
AI_Commons life cycle

“Who dropped the ball?” asked one of the attendees of a workshop in San Francis-
co as we discussed the issue of training face recognition AI with openly licensed 
photographs available online (“the case”). The response was: “Everyone did.” 

This assessment may be too harsh; in the early 2000s, hardly anyone could have 
predicted that pictures posted online would be used to develop AI models for bi-
ometric surveillance and military applications. Nonetheless, it accurately summa-
rizes our situation twenty years later. It does not just emphasize that something 
went wrong, but rather points to the fact that there is no single party to blame. 

This realization is reflected in the results of a survey that we have conducted 
of users who share openly licensed photos on online platforms such as Flickr 
or Wikimedia Commons. The survey has revealed that the users are unsure who 
should be held accountable for using photos of faces that are shared on image 
hosting platforms.

Figure 1. In your opinion, who should take responsibility for the use of photos with faces, which are shared 
on imagehosting platforms? (in particular for negative outcomes of such use). Please rate on a scale where:  
1 is the lowest level of responsibility and 5 is the highest.
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The phrase “everyone dropped the ball” also neatly defines our current reality: 
that there have been missed opportunities to limit or stop the misuse of content. 
Over nearly a decade, sufficient governance mechanisms for openly licensed AI 
training datasets have yet to be developed.

The case that was the starting point for our discussion involved open licensing 
frameworks as well as issues outside the purview of copyright regulation. The 
harms and unethical uses are linked to privacy and digital rights. There are con-
cerns about the responsibilities of researchers and developers who use publicly 
available data to build AI. Copyright measures are not the best way to address 
these issues, and open licensing is not the best way to safeguard digital rights 
and uphold ethical behavior.

To address the factors that contributed to the misuse of open content, we need 
a governance model that covers the various stages of the content and data life 
cycle and addresses the various concerns. By governance, we mean coordinated 
actions of multiple actors using multiple instruments, methods, and strategies 
that, when combined, give rise to rules and norms and ensure their implementa-
tion. We use the term “governance” to refer to various methods of establishing and 
enforcing norms, which include more than just legal frameworks, and to empha-
size that different parties must contribute to achieving the desired results while 
mitigating risks or harms.

PHOTO SUBJECT

CC LICENSES 
STEWART

PHOTOGRAPHER PHOTO SHARING PLATFORM creators of face 
recognition dataset

users of face
recognition training

dataset

users of face
recognition

models / algorithms

photo taken

cc license
choice

photo upload photo shared

creation of a face
recognition algorithm

dataset shared

Figure2. The AI_Commons life cycle.
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On the one hand, decisions taken by creators of photographs, photo-sharing plat-
forms, and stewards of open licensing frameworks set downstream conditions in 
the life cycle: those for creating and managing AI datasets, and then AI models 
and AI systems. For this reason, in recent years, there has been a growing aware-
ness that the stewards of open sharing must consider challenges that may arise 
later when the content is used in a novel context. Even if these challenges fall 
outside the scope of copyright order. 

This awareness is well expressed by Creative Commons, in the organization’s 
2020-2025 strategy is based on a vision of better sharing1: 

“In order to protect what we have achieved so far and to create the world 
we want to see, we must expand our focus beyond copyright licensing, 
because content sharing cannot be decoupled from economic or ethical 
concerns.” The vision calls for expanding beyond “open sharing,” to pur-
sue “a commons that serves the public interest.”

Decisions made by dataset creators play a crucial role in the overall governance 
process. The history of image recognition and face recognition datasets, includ-
ing the most popular – and infamous – ImageNet dataset, is one of negligence 
in properly governing them. It is surprising to see how, over the years, various 
academic and corporate actors have failed to meet different standards of legal 
compliance and good governance as they reused content from the information 
commons, and turned it into AI training datasets. 

One of the main findings of our study is the existence of a governance vacuum 
in the process of creating and using datasets for AI training. This vacuum is the 
result of actions (or lack of) of multiple actors across the life cycle. The main 
recommendation from our research and consultations is the need to improve the 
governance of such datasets.

Before proceeding, to better frame this challenge, we should make two qualifica-
tions. Firstly, dealing with bad actors and reducing harm is not the same as in-
centivizing good actors to establish best practices and good dataset governance. 
Secondly, cases of obvious harm should be distinguished from those in which 
there is a sense of potential harm, or the issue is one of the unexpected uses.

1  Catherine Stihler (December 16, 2020): “Announcing Our New Strategy: What’s Next for CC - Creative 
Commons.”

https://creativecommons.org/2020/12/16/announcing-our-new-strategy-whats-next-for-cc/
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_Two models of governance 
for AI datasets

The pool of openly licensed content, or the information commons, has traditional-
ly been understood as not requiring governance mechanisms beyond open licens-
es’s limited, minimal rules. This approach has aimed to ensure the most efficient 
and unrestricted sharing and use of resources. This kind of minimal governance 
structure can be described as Open Access commons2. The challenges raised by 
the case indicate the need to look beyond this approach, which is at the heart of 
many open-sharing frameworks and initiatives. 

An alternative process entails introducing additional rules and limits to reuse 
while adhering to the general vision of the commons. Such a more robust form 
of commons-based ordering has often not been considered a form of openness 
in the past3. It involves harnessing non-copyright-based tools, introducing other 
legal mechanisms, and considering social norms and ethics. This approach can 
be understood as a stronger form of commons-based governance. It is character-
ized, in particular, by more granular and specific access and use rules that serve to 
harden the commons against abuse and negative externalities.

The conversations and consultations that we have conducted show a strong con-
sensus that stronger forms of commons-based governance are necessary in the 
case of AI training datasets.

2  We borrow this term from Balázs Bodó, who used it to distinguish Open Access from other, stronger 
forms of commons-based governance. See: Balázs Bodó, “Was the Open Knowledge Commons Idea a Curse 
in Disguise? – Towards Sovereign Institutions of Knowledge.” SSRN Scholarly Paper (Rochester, NY: Social 
Science Research Network, December 11, 2019), https://doi.org/10.2139/ssrn.3502119.

3  Tarkowski, Alek, and Jan J. Zygmuntowski, “Data Commons Primer.” (Open Future Foundation, September 
2022), https://openfuture.eu/publication/data-commons-primer/.

open acces commons strong commons

+
public domain and 

copyright-based licensing

Additional mechanisms that enforce 
norms on responsible and ethical use

https://doi.org/10.2139/ssrn.3502119
https://openfuture.eu/publication/data-commons-primer/


3

Findings & 
recommen-
dations



14

_Findings & recommendations

As noted above, the case is one where the focus needs to be expanded beyond 
copyright licensing. For this reason, we have been structuring the conversations 
about AI_Commons around several lenses, through which the case can be analyz-
ed: copyright, privacy, other regulatory measures and research ethics. Each lens 
offers different insights into how to design a stronger commons-based govern-
ance model for AI training datasets.

Issues related to copyright and Creative Commons licensing
1. Copyright is the baseline. 

While the case concerns copyrighted content shared under open licenses, the 
challenges it raised fall beyond the scope of copyright law. Copyright rules, in-
cluding open licensing frameworks, should be viewed as “the floor,” or a starting 
point for further governance; other modes of ordering and regulating behavior 
must also be considered. In particular, most of the issues framed as responsible 
or ethical AI fall beyond the scope of copyright law, and copyright-based tools are 
not well suited to address unethical, harmful, or irresponsible use of the content 
for AI training.

Nonetheless, there is the question of whether actors such as content-sharing 
platform administrators and open licensing framework stewards are in any way 
responsible for aspects and outcomes of sharing that fall outside the scope of 
copyright law order. Should they be expected to deal with issues caused by other 
actors, such as academic and corporate entities that create and use AI training 
datasets?

In its opinion on the case from 2021, Creative Commons acknowledged that “The 
legal uncertainty caused by ethical concerns around AI, the lack of transparency 
of AI algorithms, and the patterns of privatization and enclosure of AI outputs, all 
together constitute yet another obstacle to better sharing.4” 

If better sharing is the goal, stewards of open sharing frameworks must contrib-
ute to overcoming the barrier mentioned above, even if copyright tools are not 
the only ones to address the issue. Other components of the governance model 
include privacy and data protection legislation, research ethics that should guide 
the researchers and developers, and social (or community) norms.

4  Creative Commons, “Should CC-Licensed Content Be Used to Train AI? It Depends.,”(March 4, 2021).

https://creativecommons.org/2021/03/04/should-cc-licensed-content-be-used-to-train-ai-it-depends/
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2. Need for more fine-grained control  
over open sharing 

There are numerous proposals for dealing with unexpected uses of open works. 
These proposals concern uses that are formally in accordance with the licensing 
terms but violate social norms – whether those upheld by the licensor, the com-
munity, or society as a whole.

While the motto “permission given in advance” is a core tenet of open licensing 
frameworks, some users of these licensing tools have questioned this principle 
over the years. In parallel, uses have emerged that showed difficulties in provid-
ing such broad permission. The case we have been studying is a prime example of 
such a situation.

Face recognition training is also a novel example of a prominent use of open 
works in the two-decade history of open licensing, widely regarded as leading to 
potentially harmful – though not necessarily illegal – uses. Previously, there were 
always concerns about the misuse of open works, but there were no significant 
real-world examples.

The concept of more fine-grained control of uses differs from traditional methods 
of introducing constraints, such as licensing clauses that limit entire categories of 
uses – the most common example being the Non-Commercial condition of some 
Creative Commons licenses.

In one scenario, these conditions would be personalized by each entity sharing 
their works through tools that allow them to express motivations for sharing. This 
path is currently being explored by the new responsible AI licenses introduced in 
2022, and their creators envision a proliferation of licensing conditions chosen by 
licensors5. 

Another proposed solution would entail technical means of tracking uses of 
openly shared works, which could benefit from advances in web technologies. 
These tools would make downstream (re)uses of content traceable and, therefore, 
legible to licensors, creating opportunities to interact with users and potentially 
enforce additional norms. 

Current sharing models divorce people from the works they share, as through the 
process of reuse, they acquire a “life cycle.” Creators, however, might want to have 
ties with their works throughout these life cycles. Jeni Tenisson has explored this 
relational aspect of open sharing in her essay on “Creative Communities.”6 

Finally, there are emerging ideas around opt-out mechanisms for AI training data-
sets. These are coupled with the emergence of search tools that allow the licen-

5  Danish Contractor, Daniel McDuff, Julia Haines, Jenny Lee, Christopher Hines, and Brent Hecht, “Behavio-
ral Use Licensing for Responsible AI.” In 2022 ACM Conference on Fairness, Accountability, and Transparen-
cy, 778–88, (2022), https://doi.org/10.1145/3531146.3533143.

6  Jeni Tennison, “Creative Communities,” (Open Future, 2022). https://openfuture.eu/paradox-of-open-re-
sponses/creative-communities.

http://licenses.ai
https://doi.org/10.1145/3531146.3533143
https://openfuture.eu/paradox-of-open-responses/creative-communities
https://openfuture.eu/paradox-of-open-responses/creative-communities
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sor to understand better whether and how their works have been included in such 
datasets. Adam Harvey has pioneered this approach through the exposing.ai pro-
ject, and Have I Been Trained? (created by spawning.ai initiative) is another recent 
example of this approach. It must be noted that the effectiveness of any opt-out 
mechanisms will be limited by the proliferation of copies of open datasets. 

3. License compliance and enforcement. 

Companies and research institutes have been careful to avoid copyright violations 
and rely on pools of openly licensed works when building AI training datasets. 
Copyright can be a powerful tool regulating downstream uses of the information 
commons in AI applications.

At the same time, Adam Harvey showed that since the creation of YFCC100M, face 
recognition dataset creators and maintainers have misrepresented CC licensing 
conditions. Research conducted by Harvey demonstrates different license compli-
ance issues related to AI training datasets. These include such basic errors as the 
failure to correctly attribute works, but also the lack of compliance with licensing 
terms, such as limitations on commercial use. 

A 2022 dataset licensing study concludes that license compliance has signifi-
cant challenges. Authors showed that datasets (including ImageNet, MS COCO or 
FFHQ) “might not be suitable to build commercial AI software due to a high risk of 
potential license violations7.” However, according to some experts we have inter-
viewed, license compliance issues are irrelevant in this case, as the uses might fall 
under fair use rules (in the United States) or some form of a copyright exception 
for text and data mining (in Europe, for example).

Issues related to text and data mining, and web scraping
Terms of service could be used to enforce conditions under which photographs 
can be used. There is room to develop guidelines and best practices in this regard. 
At the same time, the effectiveness of such measures depends on the shape of 
copyright exceptions for text and data mining, including web scraping. 

There are two basic approaches to creating AI datasets. The first one, which is 
typical of the case we have been studying, a pool of open works is purposefully 
chosen to ensure license compliance. The second approach creates the dataset by 
scraping the “raw internet” and relying on copyright exceptions. LAION, a dataset 
of 400 million image-text pairs used to build modern text-to-image generation 
models, has been built in this way.

7  Gopi Krishnan Rajbahadur, Erika Tuck, Li Zi, Dayi Lin, Boyuan Chen, Zhen Ming, Jiang, and Daniel M. 
German, “Can I Use This Publicly Available Dataset to Build Commercial AI Software? -- A Case Study on 
Publicly Available Image Datasets,” (arXiv, April 11, 2022), https://doi.org/10.48550/arXiv.2111.02374.

https://exposing.ai
https://haveibeentrained.com
https://ahprojects.com/creative-commons/
https://image-net.org/
https://cocodataset.org/
https://github.com/NVlabs/ffhq-dataset
https://laion.ai
https://doi.org/10.48550/arXiv.2111.02374
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The growing relevance of the second approach means that copyright exceptions, 
especially those focused on text and data mining, will play a key role in structur-
ing the governance frameworks of AI datasets. Based on these exceptions, data-
sets could be built not just with openly licensed content, but with any publicly 
available data and content instead. 

More research is needed in this context to understand the relationship between 
research institutions and commercial entities, particularly in light of the excep-
tions for non-commercial and research uses. For example, Stability.AI, a private 
company that owns the stability.ai generative AI model, has created this model 
with the help of a non-profit that manages the LAION dataset, and a research in-
stitute that provided the computing power needed to create the model8. This can 
be interpreted as a method of circumventing commercial restrictions on the use 
of text and data mining exceptions. 

Furthermore, platforms can freely share content and data with the service provid-
ers they rely on to run their businesses. Users frequently lack clarity on this.

Issues related to state regulation
Laws that determine the legal assessment of the case we have been studying dif-
fer significantly across jurisdictions. For example, the text and data mining rules 
mentioned above are a key type of law that varies by jurisdiction. Open advocacy 
has traditionally viewed text and data mining laws favorably because they in-
crease access to and use of content (mainly for research purposes). The case of AI 
training shows that other issues must be considered to comprehend the impact of 
such practices in the field of AI research and development.

Specific AI system regulations, such as the European AI Act or the AI Bill of Rights 
in the United States (both of which have yet to be adopted), may include rules 
that govern the development and management of AI training datasets. Other laws 
are also applicable. The Digital Services Act, recently adopted in the European 
Union, requires platforms to identify systemic issues that they are causing. This 
opens the possibility of promoting audits of algorithmic systems used by major 
online platforms.

Licensing rules, technical measures, and regulations all interact in ways that alto-
gether create a governance structure for AI training datasets. For example, stat-
utory limitations on high-risk AI systems seek to impose behavioral constraints 
similar to those imposed by RAIL-type licenses.

8  Andy Baio, “AI Data Laundering: How Academic and Nonprofit Researchers Shield Tech Companies from 
Accountability (Waxy.Org,” September 30, 2022), https://waxy.org/2022/09/ai-data-laundering-how-aca-
demic-and-nonprofit-researchers-shield-tech-companies-from-accountability/.

https://waxy.org/2022/09/ai-data-laundering-how-academic-and-nonprofit-researchers-shield-tech-compa
https://waxy.org/2022/09/ai-data-laundering-how-academic-and-nonprofit-researchers-shield-tech-compa
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Issues related to privacy and personality rights
Both Creative Commons and key platforms like Flickr or Wikimedia Commons 
should include more prominent guidelines on privacy-related aspects of sharing 
content. Stewards of open frameworks should avoid enabling what Salome Vil-
joen calls “sludgy consent”: architecture or processes that create the appearance 
of consent when none has been given9.

In the case of photographs of other people, there is an implicit assumption that 
the photographer obtained permission to publish the photos online. This is fre-
quently legal fiction, but accountability to these other people is difficult. This 
aspect of the governance vacuum is not addressed by any mechanisms. There are 
also no frameworks in place to ensure that individual consent obtained by pho-
tographers is elegible to third parties, particularly at scale

Issues related to research ethics
The case shows disregard for basic principles of research ethics, including vol-
untary consent to participate in research and the right to withdraw at any time. 
When (re)using existing datasets, containing massive amounts of personal data 
gathered from various sources, obtaining consent for each study may be impossi-
ble or impractical. In terms of the right to withdraw from research, this becomes 
meaningless if a person is unaware that their information is included in the data-
set, as demonstrated in the discussed datasets.

Concerns about research ethics fall between the cracks of the existing ethical 
oversight system. In contrast to the field of biomedical ethics, where there are 
common and well-established standards for conducting research and treating 
participants, ethics committees or boards may be ill-equipped to provide ade-
quate guidance in areas such as big data processing and the development of 
facial recognition technologies. Furthermore, ethics committees tend to focus on 
the potential harm to individuals involved in research rather than the impact of a 
project and its potential to harm society.

The application of research findings in facial recognition technologies frequently 
raises serious ethical and human rights concerns, bringing up the issue of re-
searchers’ accountability for what happens to their work after it leaves the lab. 
This is linked to the issue of collaborations between universities and technology 
companies that develop technologies used in mass surveillance. These ties blur 
the distinction between research and application.

Several initiatives are attempting to create guidelines that would answer ethical 
questions that people involved in AI research and development are facing. For 

9  Salomé Viljoen, “A Relational Theory of Data Governance” (The Yale Law Journal, Vol. 131, no 2, Novem-
ber 2021), https://www.yalelawjournal.org/feature/a-relational-theory-of-data-governance.

https://www.yalelawjournal.org/feature/a-relational-theory-of-data-governance


19

example, the Association for the Advancement of Artificial Intelligence (AAAI)10 
and the Association for Computing Machinery (ACM) 11have both published ethical 
guidelines for AI development. The European Union’s High Level Expert Group 
on Artificial Intelligence (AI HLEG)12 has also released guidelines on the ethical 
principles that should guide the development of AI. None of them are, however, 
enforced widely across the entire field of open AI. 

10  Association for the Advancement of Artificial Intelligence. “AAAI Code of Professional Ethics and Con-
duct.” Association for the Advancement of Artificial Intelligence, 2019. https://www.aaai.org/Conferences/
code-of-ethics-and-conduct.php

11  Association for Computing Machinery. “ACM Code of Ethics and Professional Conduct.” Association for 
Computing Machinery, 2018. https://www.acm.org/code-of-ethics

12  High Level Expert Group on Artificial Intelligence. “Ethics Guidelines for Trustworthy AI.” Text. Euro-
pean Commission, April 2019. https://openfuture.eu/wp-content/uploads/2023/01/ai_hleg_ethics_guide-
lines_for_trustworthy_ai-en.pdf

https://www.aaai.org/Conferences/code-of-ethics-and-conduct.php
https://www.acm.org/binaries/content/assets/membership/images2/fac-stu-poster-code.pdf
https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html
https://ec.europa.eu/futurium/en/ai-alliance-consultation.1.html
https://www.aaai.org/Conferences/code-of-ethics-and-conduct.php
https://www.aaai.org/Conferences/code-of-ethics-and-conduct.php
https://www.acm.org/code-of-ethics
https://openfuture.eu/wp-content/uploads/2023/01/ai_hleg_ethics_guidelines_for_trustworthy_ai-en.pdf
https://openfuture.eu/wp-content/uploads/2023/01/ai_hleg_ethics_guidelines_for_trustworthy_ai-en.pdf
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_Designing a commons-based 
governance model for AI 
datasets

The need for better AI dataset governance is the most important finding of our 
research. There is a decade-long history of malpractice due to a lack of proper 
governance models. The responsibility for this falls largely on entities creating, 
owning, managing, and sharing these datasets – although, as noted above, some 
of the responsibility also falls on the upstream entities in the life cycle.

Stewards of the information commons – and in particular organizations manag-
ing open licensing frameworks and content-sharing platforms – are among those 
stakeholders who should face the challenge of mitigating risks and harms associ-
ated with and caused by the open sharing of content as an information commons. 

These stakeholders need to collaborate with another key group of actors who 
have a stake in the governance of AI datasets: researchers, institutions and com-
panies that create these datasets. Abeba Birhane, Vinay Uday Prabhu and Emma-
nuel Kahembwe argue that advances in models are rapid and embraced by the 
research community, while advances in responsible design of datasets are ignored 
or slow – pointing to the failure to curate key datasets properly13.

Trustworthy AI has been a critical narrative shaping the development of these 
technologies. The case at hand suggests that user trust can be violated already in 
the early stages of AI development. For this reason, approaches to trustworthy AI 
should be considered already at the level of data collection and dataset curation. 

Dataset governance must address two urgent tasks:

1. Mitigating risks and harms caused by the use of 
existing datasets. This is a decade-long history of datasets that 
have not been properly governed. There is a need for better standards on 
the use of both openly licensed content in datasets and for datasets built 
through web scraping.

2. Designing governance frameworks for new da-
tasets. The field of AI research can be empowered by the availability 
of large datasets, made available under easily usable licenses, and with 
governance models that allow continuous improvement of the datasets & 
ensure that they are trustworthy (for example, address the issue of bias).

With regard to existing datasets (and models trained on their basis), there is a 
need to further explore and understand the possibilities of retracting such da-

13  Abeba Birhane, Vinay Uday Prabhu, and Emmanuel Kahembwe, “Multimodal Datasets: Misogyny, Por-
nography, and Malignant Stereotypes,” (arXiv, October 5, 2021), https://doi.org/10.48550/arXiv.2110.01963.
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tasets. DukeMTMC and MegaFace are two prominent datasets from the past that 
have been taken down – although both cases show challenges with dealing with 
copies and derivatives of these datasets14. A regulated model deletion was pro-
posed as a more robust regulatory measure than financial fines. Finally, self-reg-
ulation among AI researchers could lead to community standards prohibiting the 
use of datasets that have been blacklisted.

Nevertheless, creating new, properly governed datasets (and related governance 
standards) is more important than policing bad cases from the past. Openly acces-
sible datasets, created in accordance with legal and ethical standards, are critical 
for democratizing the field and allowing actors other than large corporations to 
participate in AI research and development. Openness is also crucial for enabling 
the reproducibility of research.

Because of the wide availability of datasets that are shared openly, they can also 
help to advance other standards of trustworthy AI, such as those related to com-
bating bias in AI technologies. Openly shared datasets have the benefit of being 
more transparent, allowing for auditing, for example. Finally, commons-based 
governance approaches can facilitate more participatory dataset design and man-
agement modes.

The need for “ethical open datasets” has been recently raised by James Boyle, who 
argues that they can increase competition, decrease inequality and promote trans-
parency.15 A similar approach has been proposed by Bhaskar Chakravorty, who 
argues for the creation of a “creative commons for AI R&D”: a pool of user data 
created in cooperation by AI research companies and public sector institutions 
tasked with regulating data and AI16.

14  Kenny Peng, Arunesh Mathur, and Arvind Narayanan, “Mitigating Dataset Harms Requires Stewardship: 
Lessons from 1000 Papers,” (arXiv, November 21, 2021), https://doi.org/10.48550/arXiv.2108.02922.

15  James Boyle, “Misunderestimating Openness,” (Open Future, 2022), https://openfuture.eu/para-
dox-of-open-responses/misunderestimating-openness.

16  Bhaskar Chakravorti, “Biden’s ‘Antitrust Revolution’ Overlooks AI—at Americans’ Peril,” (Wired, 2021), 
https://www.wired.com/story/opinion-bidens-antitrust-revolution-overlooks-ai-at-americans-peril/.
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